Efficacy of climate forcings
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[1] We use a global climate model to compare the effectiveness of many climate forcing agents for producing climate change. We find a substantial range in the “efficacy” of different forcings, where the efficacy is the global temperature response per unit forcing relative to the response to CO2 forcing. Anthropogenic CH4 has efficacy \( \sim 110\% \), which increases to \( \sim 145\% \) when its indirect effects on stratospheric H2O and tropospheric O3 are included, yielding an effective climate forcing of \( \sim 0.8 \text{ W/m}^2 \) for the period 1750–2000 and making CH4 the largest anthropogenic climate forcing other than CO2. Black carbon (BC) aerosols from biomass burning have a calculated efficacy \( \sim 58\% \), while fossil fuel BC has an efficacy \( \sim 78\% \). Accounting for forcing efficacies and for indirect effects via snow albedo and cloud changes, we find that fossil fuel soot, defined as BC + OC (organic carbon), has a net positive forcing while biomass burning BC + OC has a negative forcing. We show that replacement of the traditional instantaneous and adjusted forcings, \( F_i \) and \( F_a \), with an easily computed alternative, \( F_s \), yields a better predictor of climate change, i.e., its efficacies are closer to unity. \( F_s \) is inferred from flux and temperature changes in a fixed-ocean model run. There is remarkable congruence in the spatial distribution of climate change, normalized to the same forcing \( F_s \), for most climate forcing agents, suggesting that the global forcing has more relevance to regional climate change than may have been anticipated. Increasing greenhouse gases intensify the Hadley circulation in our model, increasing rainfall in the Intertropical Convergence Zone (ITCZ), Eastern United States, and East Asia, while intensifying dry conditions in the subtropics including the Southwest United States, the Mediterranean region, the Middle East, and an expanding Sahel. These features survive in model simulations that use all estimated forcings for the period 1880–2000. Responses to localized forcings, such as land use change and heavy regional concentrations of BC aerosols, include more specific regional characteristics. We suggest that anthropogenic tropospheric O3 and the BC snow albedo effect contribute substantially to rapid warming and sea ice loss in the Arctic. As a complement to a priori forcings, such as \( F_i \), \( F_a \), and \( F_s \), we tabulate the a posteriori effective forcing, \( F_e \), which is the product of the forcing and its efficacy. \( F_e \) requires calculation of the climate response and introduces greater model dependence, but once it is calculated for a given amount of a forcing agent it provides a good prediction of the response to other forcing amounts.

1. Introduction

[2] A climate forcing, measured in W/m², is an imposed change of the planetary energy balance. Common examples of forcing agents are an increase of atmospheric CO₂ or a change of solar irradiance. It is implicitly assumed in most discussions of global climate change that global forcings of the same magnitude will yield similar changes of global mean temperature. Hansen et al. [1997a], hereinafter referred to as RFCR (Radiative Forcing and Climate Response), examined this assumption for a wide range of forcing agents, showing that, although it is a good approximation in many cases, there are a number of forcing agents, such as changes of ozone and absorbing aerosols, for which the climate response is atypical, unique to the forcing agent, and a function of its spatial distribution.

[3] The effectiveness of climate forcings has practical relevance because of the need to assess and compare the climate impact of different changing atmospheric constituents [IPCC, 2001]. Strategies to slow global warming will be most beneficial if they are well informed about the effectiveness of all significant forcings in altering global temperature.

[4] The global mean response to a forcing is a convenient metric, and it has been argued that global mean warming provides one useful criterion to help evaluate the degree of imposed climate change that would constitute dangerous anthropogenic interference [Hansen, 2004]. However, evaluation of the impacts of climate change, including detection and attribution of the causes of climate change, also requires knowledge of the spatial distribution of climate effects and an understanding of how this spatial distribution depends upon specific forcing mechanisms.

[5] In this paper we make numerical climate simulations to investigate the efficacy of many climate forcings that are believed to affect global climate, essentially the forcings considered by IPCC [2001]. For the sake of a compact overview, we emphasize investigation of the global efficacy of the forcings. However, the climate simulations yield information with spatial detail for many climate variables. We provide examples of the climate response here and make our climate model diagnostics available for investigation by others.

[6] Section 2 outlines our approach and the rationale for it. Section 3 defines the climate forcings that we use and includes examples of simulated climate responses. We note the efficacies of the forcings in section 3, but do not attempt detailed explanations. Section 4 compares side-by-side the spatial distribution of climate responses to many climate forcings. Section 5 summarizes and compares the global efficacies, which determine the effective climate forcings as discussed in section 6. In section 7 we examine in detail the efficacies of two important anthropogenic climate forcings: methane and soot. In section 8 we summarize implications of the prior calculations and estimate the net effective climate forcing during the industrial era.

2. Approach

2.1. Definition of Efficacy

[7] We define the efficacy of a climate forcing as the global mean temperature change per unit forcing produced by the forcing agent relative to the response produced by a standard CO₂ forcing from the same initial climate state. We introduced the efficacy concept and terminology at a workshop on air pollution as a climate forcing [Hansen, 2002] because it was realized that the climate effect of pollutants such as soot and ozone was complex, depending especially on their spatial distribution [RFCR; Forster et al., 1997, 2000; Shine and Forster, 1999; Ramaswamy et al., 2001; Joshi et al., 2003]. CO₂ provides an apt basis for comparison, because the anthropogenic increase of atmospheric CO₂ is the largest anthropogenic climate forcing [IPCC, 2001]. Attempts to slow global warming must focus primarily on restricting CO₂ emissions. Therefore, in considering the merits of reducing other forcings, it is helpful to know their contributions to global warming relative to that of CO₂.

[8] Use of CO₂ as the standard differs from the approach in RFCR, which compared the global temperature response to given forcing with the response to a spectrally uniform solar irradiance forcing. A CO₂ standard seems better not only for the practical reason given above, but because actual solar forcing is complex and the climate response to it is not well known. Solar irradiance change has a strong spectral dependence [Lean, 2000], and resulting climate changes may include indirect effects of induced ozone change [RFCR; Haigh, 1999; Shindell et al., 1999a] and conceivably even cosmic ray effects on clouds [Dickinson, 1975]. Furthermore, it has been suggested that an important mechanism for solar influence on climate is via dynamical effects on the Arctic Oscillation [Shindell et al., 2001, 2003b]. Our understanding of these phenomena and our ability to model them are primitive, which argues against using solar forcing as a standard for comparing simulated climate effects.

[9] We calculate climate change and efficacy using measured or estimated changes of forcing agents between 1880 and 2000, or, in some cases, the estimated changes between 1850 and 2000. In cases where there is a reasonably well-understood causal relationship between one forcing agent and another, e.g., increasing methane causes increased tropospheric ozone and increased stratospheric water vapor, we also estimate the full efficacy of the primary forcing agent including these indirect effects.

2.2. Atmospheric Model

[10] The global climate model that we employ is the GISS model E [Schmidt et al., 2005], which has been adopted as the new standard GISS model with the present version designated as model III. Model E is a reprogrammed, modularized and documented version of prior GISS climate models including improved representations of several physical processes. Schmidt et al. [2005] provide extensive comparisons of the atmospheric model climatology with observations. Principal model shortcomings include ~25% regional deficiency of summer stratus cloud cover off the west coast of the continents with resulting excessive absorption of solar radiation by as much as 50 W/m², deficiency in absorbed solar radiation and net radiation over other tropical regions by typically 20 W/m², sea level pressure too high by 4–8 hPa in the winter in the Arctic and 2–4 hPa too low in all seasons in the tropics, deficiency of rainfall over the Amazon basin by about 20%, deficiency in summer cloud cover in the western United States and...
central Asia by ~25% with a corresponding ~5°C excessive summer warmth in these regions.

[11] Schmidt et al. [2005] compare simulations with 2°C × 2.5°C and 4°C × 5°C horizontal resolutions, finding that the climatology of the 4°C × 5°C version is almost as realistic as the finer resolution in most respects. We employ the 4°C × 5°C resolution here, for which the topography is shown in Figure 1a. Thus the model used here differs from that in RFCR in horizontal resolution (4°C × 5°C instead of 8°C × 10°C) and geography (realistic global continents instead of “Wonderland” geography with repeating 120° sectors).

[12] Model physical representations are also improved over those in RFCR, which employed model physics from GISS model II [Hansen et al., 1983]. The most important improvements (Figure 1b) are in the vertical resolution (20 layers instead of 9; designated M20 in Schmidt et al. [2005]), the higher model top (at 0.1 hPa instead of 10 hPa), and reduced stratospheric drag. Drag in the top model layer is the minimum required for numerical stability. A much weaker constant drag coefficient is applied throughout the stratosphere to slow the mean zonal stratospheric wind slightly for better accord with observations. Stratospheric zonal wind structure, its interannual variability, and the zonal temperature structure are generally realistic, although the polar lower stratosphere is as much as 5–10°C too cold in the winter. This simple stratosphere is a stepping stone toward the implementation of a physically-based representation of gravity-wave drag. The present documentation of the 20-layer model’s behavior is intended to set the stage for comparison of model versions with successively more detailed stratospheric treatments, with the aim of determining the level of stratospheric detail required for climate studies.

2.3. Ocean Models

[13] Our philosophy is that it is instructive to attach the identical atmospheric model to alternative ocean representations [Hansen et al., 1997b]. We include calculations here for ocean A (observed sea surface temperature [SST] and sea ice [SI]), ocean B (Q-flux ocean, with ocean heat transports specified from the implied ocean heat transports in ocean A simulations), and ocean C (Russell dynamic ocean model [Russell et al., 1995]), with emphasis on ocean C. One merit of ocean C, compared to other dynamical oceans that we employ, is its efficiency. It adds negligible computation time to that for the atmosphere, when the ocean resolution is the same as that for the atmosphere, as is the case here. Ocean C has 13 layers of geometrically increasing thickness, four of these in the top 100 m, and employs the KPP [Large et al., 1994] parameterization for vertical mixing, and the Gent-McWilliams parameterization [Gent et al., 1995; Griffies, 1998] for eddy-induced tracer transports. Ocean C at this coarse resolution has realistic overturning rates and inter-ocean transports, but it does not yield El Nino-like variability. Thus, to the extent that the El Nino dynamics play a role in the climate response to radiative forcings [Mann et al., 2005], we would not expect the version of ocean C employed here to capture that effect. Also the deep-water production in the North Atlantic Ocean does not go deep enough in ocean C and the Southern Ocean is too well-mixed near Antarctica [Liu et al., 2003]. Global sea ice cover is realistic, but this is achieved with too much sea ice in the Northern Hemisphere and too little in the Southern Hemisphere. Simulations with ocean E, which has hybrid coordinates with constant-z layers near the surface, isopycnic layers in the bulk of the ocean [Bleck, 2002], and a higher horizontal resolution that yields El Nino-like variability, will be presented elsewhere.

2.4. Timescales

[14] The climate simulations in RFCR focused on the equilibrium response with a mixed layer Q-flux ocean. For practical applications, however, it is better to model the full ocean and examine the temporal response. We illustrate mainly the 100-year response (mean for years 81–120), which is the timescale emphasized by IPCC [2001] in its definition of global warming potentials.

2.5. Nature and Definition of Forcings

[15] RFCR, as an early investigation of how climate response depends on climate forcings, emphasized idealized geographical distributions, e.g., most forcings were globally or zonally uniform. Here we use more realistic distributions of the spatially variable forcings such as ozone, aerosol and
vegetation changes. We employ several alternative definitions of radiative forcing, for the sake of characterizing the forcing agents better and aiding interpretation of the climate responses that they evoke.

[16] The simplest forcing, and the only pure forcing, is the instantaneous forcing, \( F_i \). \( F_i \) is the radiative flux change at the tropopause after the forcing agent is introduced with the climate held fixed. The reason to use the instantaneous flux at the tropopause, rather than the flux at the top of the atmosphere, is that, as shown by Hansen et al. [1981], it provides a good approximation to \( F_a \), the flux change at the top of the atmosphere (and throughout the stratosphere) after the stratosphere is allowed to adjust radiatively to the presence of the forcing agent.

[17] The adjusted radiative forcing, \( F_a \), might be expected to be a good measure of the radiative forcing acting on the climate system and relevant to long-term climate change. The reason to anticipate this is that the stratospheric temperature adjusts rapidly, in comparison with the response time of the troposphere, which is tightly coupled to the ocean, and most forcing agents are present longer than the stratospheric radiative relaxation time. Thus, \( F_a \), the flux at the top of the atmosphere and throughout the stratosphere after the stratospheric temperature has come to radiative equilibrium, is the principal measure of climate forcing employed in RFCR and by IPCC [2001].

[18] Ultrapurists may object to calling \( F_a \) a forcing, and object even more to forcings defined below, because they include feedbacks. \( F_a \) allows only one climate feedback, the stratospheric thermal response to the forcing agent, to operate before the flux is computed. The rationale for considering additional forcing definitions, which allow more feedbacks to come into play, is the desire to find a forcing definition that provides a better measure of the long-term climate response to the presence of the forcing agent. Specifically, we seek a forcing that is proportional to the equilibrium global temperature response, with the same proportionality constant for all forcing agents. For the reason mentioned above and illustrated in RFCR, \( F_a \) tends to provide a better indication of the global climate response than \( F_i \). Because our interest is in the long-term climate response, which is delayed decades to centuries by the ocean’s thermal inertia, it is reasonable to allow additional fast feedback processes to operate, as these feedbacks are felt as forcings by the ocean and thus affect the long-term climate response. Of course, such mechanisms (fast feedbacks) may have differing degrees of realism from one model to another, so a forcing that includes fast feedbacks may have greater model dependence, but, partly for this reason, quantification of multiple forcing definitions is a useful analysis tool.

[19] Shine et al. [2003] suggest a forcing definition, \( F_g \), computed by fixing both SST and Tg, the ground temperature of non-ocean areas. They find that \( F_g \) provides a better measure of the equilibrium climate response than \( F_i \) or \( F_a \) in their intermediate-complexity model. Calculation of \( F_g \) in a GCM that includes physical and biological processes at the land surface requires prescription among alternative programming choices that hold Tg fixed, and thus \( F_g \) may not have a unique value. We tested several alternatives (e.g., fixing only Tg, fixing Tg and Ts, also fixing surface fluxes), but were unable to find a prescription yielding \( F_g \) values that were a good predictor of the climate response. This difficulty may be a consequence of unique characteristics of the GISS model [Hansen et al., 1983; Schmidt et al., 2005] such as parameterization of surface fluxes in terms of Tg and Ts, and the planetary boundary layer treatment, which internally has subgrid scale vertical resolution. Shine et al. [2003] find that \( F_g \) provides a good prediction of temperature change in their model.

[20] We define another measure of the climate forcing, a fixed SST forcing,

\[
F_s = F_o + \delta T_o / \lambda,
\]

by running the climate model with SST and SI fixed. \( F_o \) and \( \delta T_o \) are, respectively, the flux change at the top of (and throughout) the atmosphere and the global surface air temperature change after the forcing is introduced with SST and SI fixed. \( F_o \) is the “quasi forcing” of Rotsayn and Penner [2001]. \( \lambda \) is the model’s equilibrium climate sensitivity (°C per W/m², evaluated from doubled CO₂). Thus the fixed sea surface forcing, \( F_s \), allows the tropospheric temperature and land surface, as well as the stratospheric temperature, to adjust to the presence of the forcing agent. The rationale is that \( F_o \) is the relevant forcing for predicting that portion of the equilibrium temperature change that occurs after the SST has adjusted. However, we must also include the temperature change, \( \delta T_o \), that occurs with the forcing present but before the SST is allowed to change. The predicted equilibrium global temperature change is \( \Delta T_s = \delta T_o + \lambda F_o \). Hansen et al. [2002] discussed \( F_s \) but did not note the desirability of including the second term (\( \delta T_o / \lambda \)) to obtain a better estimate of \( F_s \). The reason to include this term is apparent, because it accounts for the fact that the global surface temperature has already partially adjusted to the forcing when the flux is calculated.

[21] One merit of both \( F_g \) and \( F_s \) is that they avoid the task of defining the tropopause level. \( F_i \) and \( F_a \) are sensitive to the choice of tropopause level [Forster et al., 1997; RFCR], and the definition of the tropopause level differs from one climate model to another. A disadvantage of \( F_g \) and \( F_s \) is that they require running the global climate model for at least several years to minimize the noise due to chaotic weather in the model. As both \( F_g \) and \( F_s \) allow the troposphere to adjust, thus including such feedbacks as the aerosol semi-direct effect on cloud cover, we would anticipate comparable performance from these two definitions of climate forcing.

[22] Gregory et al. [2004] suggest that calculations of the forcing can be obviated in cases for which a climate model run exists in which the forcing was added suddenly to a model control run and then held constant for a long simulation. An estimate of the forcing is obtained by regressing the flux at the top of the atmosphere against the change in surface air temperature, with the flux at zero temperature change being the estimated forcing. This approach allows both stratospheric, tropospheric, and land surface feedback mechanisms to operate. Thus the forcing so obtained, which we designate \( F_s^* \), is an approximation of \( F_s \). Our climate model runs allow ready computation of \( F_s^* \) as well as \( F_s \), so our tabulated forcing comparisons below include \( F_s^* \). The regression to \( t = 0 \) depends upon the
number of years in the simulation. We tried several alternatives to find the run length that gives the “best” result in the sense of “predicting” most accurately the global temperature response to the forcing. Use of only several years near \( t = 0 \) yields an inaccurate result because of the noise in a short response, while use of 100 years gives too much weight to results far from \( t = 0 \). Usually 10-year to 30-year run lengths give the best results, i.e., they yield a value for \( E_s^* \) closest to unity. We include results for 10-year runs in our tabulated comparisons below. Our several tables show that \( F_s^* \) usually provides a good measure of the forcing for forcings that are not too small.

The cartoons in Figure 2 compare alternative forcing definitions. We calculate \( F_s \) for all forcings and \( F_i \) and \( F_a \) for cases in which they are readily computed. We suggest that \( F_s \) has a good physical basis, because the time constant for the surface soil temperature to adjust usually is short, more like the time constant for the troposphere than the time constant for the ocean. Nevertheless, each of the forcing definitions needs to be judged on its practical utility for climate change analyses, and computation of several of them may aid understanding of climate forcing mechanisms.

Corresponding to \( F_i \), \( F_a \), \( F_g \) and \( F_s \) are the efficacies \( E_i \), \( E_a \), \( E_g \) and \( E_s \). We normally refer to \( E_a \) as the efficacy, because \( F_a \) is the standard forcing employed by IPCC [2001]. However, as we shall see, \( E_s \) often provides a better prediction of the climate response and in some cases it is difficult to compute or uniquely define \( F_a \) and thus \( E_a \).

3. Climate Forcings

We define here climate forcing agents used in our climate simulations and include examples of the surface air temperature response to the forcings. We note the resulting efficacies, but do not discuss them in detail. A more comprehensive comparison of the climate responses to these forcings is provided in section 4. This aids discussion of efficacies in section 5 and effective climate forcings in section 6.

We compute \( F_i \), \( F_a \), \( F_s \) and \( F_s^* \) for most forcing mechanisms to aid understanding and to allow other researchers easy comparison with our results. We use the World Meteorological Organization [WMO, 1957; Reichler et al., 1996] tropopause definition in computing \( F_i \) and \( F_a \). Nominally the WMO tropopause is set at the lowest level at which the lapse rate \((-dT/dz)\) decreases to 2K/km or less and if the average lapse rate from this level to any level within the next higher 2 km does not exceed 2K/km. Figure 3 compares the fixed tropopause level that we used in prior papers [e.g., Hansen et al., 2002] with the WMO tropopause pressure level in GISS model III with 1880 atmospheric and surface conditions as computed with the WMO [1957] tropopause definition. The “previously specified tropopause” was employed by Hansen et al. [2002] and is used in our present paper for calculations of \( F_a^0 \).
tropopause level in the control run of model III with 1880 atmospheric composition and ocean surface conditions. We include in Table 1 and later tables Fa’, the adjusted forcing based on the tropopause level used by Hansen et al. [2002]. A principal merit of the WMO tropopause definition is that it allows the specified tropopause level to change as the climate changes.

[27] We note here that most simulations in this paper were made with the identical computer program for modelE, identified by the prefix E2 in the run name. However, the E2 code did not include programming for the aerosol indirect effects, AIE$_{CMAQ}$ and AIE$_{CICAO}$, or snow albedo increments proportional to BC deposition. The modelE program including code for these effects is identified by the prefix E3. A separate control run was made for E3 and several of the simulations made with E2 were repeated with E3 in order to verify that the model sensitivity was not modified to a detectable amount by these changes.

3.1. Greenhouse Gases

3.1.1. Carbon Dioxide

[28] The climate forcing by CO$_2$ in the present GISS model III is at the high end of the range estimated by IPCC [Ramaswamy et al., 2001]. Specifically, doubled CO$_2$ in our current model, from the 1880 value of 291 ppm to 582 ppm, yields Fi = 4.52 W/m$^2$, Fa = 4.12 W/m$^2$ and Fs = 4.11 W/m$^2$ (Fo = 3.78 W/m$^2$, $\delta T_o$ = 0.22°C, $\lambda$ = 2/3°C per W/m$^2$). IPCC [Ramaswamy et al., 2001] estimates Fa for doubled CO$_2$ to be in the range 3.5–4.1 W/m$^2$. If the actual CO$_2$ forcing is at the low end of this range, our CO$_2$ forcing and simulated climate response will be reduced as much as 15%. However, the climate forcing efficacy is a relative measure that is independent of uncertainty in the CO$_2$ forcing.

[29] Figure 4 shows the heat flux into the planetary (ocean) surface (Figure 4a), surface air temperature (Figure 4b), and ocean ice cover (Figure 4c) for the first 300 years of the coupled model (ocean C) control run (no forcing) and doubled CO$_2$ experiment. We employ no flux corrections. The control run has a drift of 0.06 C per 100 years, especially in the Indian, Western Pacific, and Tropical Atlantic oceans.

[30] We calculate the climate forcings and simulate the climate response for a wide range of CO$_2$ amounts (0.125, 0.25, 0.5, 1, 1.25, 1.5, 2, 4, 8 times the 1880 amount) in order to characterize the nonlinearity of the modeled response. We refer not to the nonlinearity of the forcing as a function of CO$_2$ amount, which is well known, but rather to the nonlinearity of the global mean response as a function of the magnitude of the forcing. This latter nonlinearity is a fundamental characteristic of the climate system, which we discuss in section 5.

[31] The spatial distribution of Fs for a sequence of CO$_2$ amounts is shown in Figure 7, which also includes each of the forcings used in simulations with the GISS model for the 2007 IPCC report. These forcings are all collected in Figure 7 for ease of intercomparison of forcings and response. The coupled model 81–120 year response to each of these forcings is illustrated in section 4. The transient response to transient forcings, submitted to
<table>
<thead>
<tr>
<th>GHG Changes</th>
<th>Run Names</th>
<th>Fi</th>
<th>Fa</th>
<th>Fa*</th>
<th>Fs</th>
<th>Fs*</th>
<th>δTs</th>
<th>ΔTs</th>
<th>Ei</th>
<th>Ea</th>
<th>Es</th>
<th>Es*</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 × CO₂</td>
<td>E2CO2E</td>
<td>−12.68</td>
<td>−10.94</td>
<td>−10.30</td>
<td>−10.10</td>
<td>−0.61</td>
<td>−4.56</td>
<td>0.78</td>
<td>0.90</td>
<td>0.95</td>
<td>0.98</td>
<td>0.98</td>
<td>−9.84</td>
</tr>
<tr>
<td>0.25 × CO₂</td>
<td>E2CO2Q</td>
<td>−8.88</td>
<td>−7.74</td>
<td>−7.56</td>
<td>−7.44</td>
<td>−7.21</td>
<td>−0.43</td>
<td>−3.32</td>
<td>0.81</td>
<td>0.92</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>0.5 × CO₂</td>
<td>E2CO2H</td>
<td>−4.61</td>
<td>−4.07</td>
<td>−3.99</td>
<td>−3.91</td>
<td>−3.84 ± 0.27</td>
<td>−0.22</td>
<td>−1.78 ± 0.05</td>
<td>0.83</td>
<td>0.94</td>
<td>0.98 ± 0.03</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.25 × CO₂</td>
<td>E2c1Q</td>
<td>1.44</td>
<td>1.30</td>
<td>1.29</td>
<td>1.32</td>
<td>1.23 ± 0.14</td>
<td>0.07</td>
<td>0.58 ± 0.03</td>
<td>0.88</td>
<td>0.97</td>
<td>0.95 ± 0.05</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>1.5 CO₂</td>
<td>E2c1H</td>
<td>2.64</td>
<td>2.39</td>
<td>2.37</td>
<td>2.38</td>
<td>2.11</td>
<td>0.12</td>
<td>1.10</td>
<td>0.90</td>
<td>1.00</td>
<td>1.00</td>
<td>1.13</td>
<td>2.38</td>
</tr>
<tr>
<td>2 × CO₂</td>
<td>E2c2</td>
<td>4.52</td>
<td>4.12</td>
<td>4.08</td>
<td>4.11</td>
<td>3.95 ± 0.11</td>
<td>0.22</td>
<td>1.96 ± 0.02</td>
<td>0.93</td>
<td>1.02</td>
<td>1.03 ± 0.01</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>4 × CO₂</td>
<td>E2c4</td>
<td>9.27</td>
<td>8.53</td>
<td>8.41</td>
<td>8.58</td>
<td>8.14</td>
<td>0.45</td>
<td>4.06</td>
<td>0.95</td>
<td>1.03</td>
<td>1.02</td>
<td>1.08</td>
<td>8.77</td>
</tr>
<tr>
<td>8 × CO₂</td>
<td>E2c8</td>
<td>14.65</td>
<td>13.53</td>
<td>13.29</td>
<td>13.97</td>
<td>13.37</td>
<td>0.73</td>
<td>7.02</td>
<td>1.04</td>
<td>1.12</td>
<td>1.09</td>
<td>1.13</td>
<td>15.16</td>
</tr>
</tbody>
</table>

Specified Changes

| W-M GHGs(1880–2000) | E2GHG | 2.52 | 2.40 | 2.31 | 2.55 | 2.54 ± 0.10 | 0.14 | 1.21 ± 0.02 | 1.04 | 1.09 | 1.02 ± 0.02 | 1.03 | 2.61 |
| CO₂ (291–370 ppm)    | No Runs | 1.55 | 1.40 | — | — | — | — | — | — | — | — | — |
| CH₄ (837–1752 ppb)   | No Runs | 0.51 | 0.53 | — | — | — | — | — | — | — | — | — |
| CH₄ (837–3504 ppb)   | E2CH4x2 | 1.10 | 1.15 | 1.05 | 1.20 | 1.18 ± 0.12 | 0.07 | 0.59 ± 0.01 | 1.15 | 1.10 | 1.05 ± 0.02 | 1.07 | 1.27 |
| CH₄ (837–9000 ppb)   | E2CH4x5 | 2.11 | 2.17 | 2.00 | 2.28 | 2.29 | 0.13 | 1.14 | 1.16 | 1.13 | 1.08 | 1.07 | 2.46 |
| N₂O (278–316 ppb)    | No Runs | 0.15 | 0.15 | — | — | — | — | — | — | — | — | — |
| N₂O (278–1898 ppb)   | E2N2Ox6 | 3.55 | 3.47 | 3.28 | 3.62 | 3.49 | 0.21 | 1.67 | 1.02 | 1.04 | 1.00 | 1.04 | 3.62 |
| MPTGs + OTGs (2000)   | No Runs | 0.30 | 0.30 | — | — | — | — | — | — | — | — | — |
| CFC11 + CFC12 (4 × 2000) | E2CFCx4 | 1.02 | 1.04 | 1.01 | 1.41 | 1.38 | 0.08 | 0.64 | 1.34 | 1.32 | 0.97 | 0.99 | 1.37 |

Stratospheric H₂O by CH₄ Oxidation

| CH₄ (1880–2000) | E2ch4-E2Oa | — | — | — | 0.061 | 0.036 ± 0.01 | 0.000 | 0.027 ± 0.01 | — | — | 0.96 ± 0.31 | 1.49 | 0.058 |
| none to 2000 CH₄ | E2ch4-noch4 | — | — | — | 0.105 | 0.108 ± 0.06 | 0.002 | 0.042 ± 0.02 | — | — | 0.87 ± 0.34 | 0.85 | 0.091 |
| O₃ (1880–2000) | E2O3 | 0.438 | 0.281 | — | 0.256 | 0.203 ± 0.12 | 0.019 | 0.107 ± 0.02 | 0.53 | 0.82 | 0.90 ± 0.13 | 1.14 | 0.231 |

| Whole Atmosphere | E2oT | 0.408 | 0.337 | 0.300 | 0.335 | 0.276 ± 0.09 | 0.015 | 0.128 ± 0.03 | 0.68 | 0.82 | 0.83 ± 0.16 | 1.00 | 0.276 |

| Troposphere     | E2oT | 0.408 | 0.337 | 0.300 | 0.335 | 0.276 ± 0.09 | 0.015 | 0.128 ± 0.03 | 0.68 | 0.82 | 0.83 ± 0.16 | 1.00 | 0.276 |

---

*aFa uses tropopause defined by *WMO* [1957], while Fa uses the *Hansen et al.* [2002] tropopause.

*bFs* is asymptotic (ΔTs→0) planetary flux imbalance based on first 10 years of simulation with the specified agent.

*cFe = EaFa = EsFs = ΔTs/(ΔTs/Fa) × CO₂ = ΔTs/0.463.*

| Greenhouse gas amounts are 1880–2000 changes from *Hansen and Sato* [2004]. MPTGs are Montreal Protocol trace gases, and OTGs are other trace gases tabulated by *Hansen and Sato* [2004].
IPCC, is described by Hansen et al. [2005, also manuscript in preparation, 2005].

3.1.2. Other Well-Mixed Greenhouse Gases

In addition to CO₂, methane (CH₄), nitrous oxide (N₂O) and the chlorofluorocarbons (CFCs) are significant anthropogenic greenhouse gases whose long-term perturbations are reasonably well-mixed in the troposphere. The climate response to changes of these gases is not necessarily similar to the climate response to a CO₂ forcing of the same magnitude, although that assumption is often implicit in climate change studies. CO₂ changes in our model are approximated as spatially uniform in the troposphere and stratosphere, which, except for a small effect due to a lag in CO₂ perturbations being mixed upward, should be a good approximation, as CO₂ is not dissociated in the stratosphere. CH₄, N₂O and CFC perturbations, on the other hand, have spatial distributions that are fit to observed abundances as reported by Minschwaner et al. [1998]. These gases thus are uniformly mixed in the troposphere and fall off exponentially in the stratosphere with scale heights 50, 30 and 30 km for CH₄, N₂O, and CFCs, respectively. There is also a latitudinal gradient in amount, ranging from 1% for N₂O to 9% for methane, based on data of Minschwaner et al. [1998].

Our 120-year coupled model simulation with all well-mixed GHGs (CO₂, CH₄, N₂O and CFCs) increased from 1880 to 2000 values yields ΔTS = 1.21 ± 0.02°C for years 81–120, where the indicated uncertainty is the standard deviation of the five ensemble members. ΔTS = 1.21°C corresponds to an efficacy Ea ≈ 109%. This result implies, because more than half of the GHG forcing for that period is from CO₂, that the efficacy of the non-CO₂ gases is substantially higher than 100%. To verify this, we carried out simulations individually for CH₄, N₂O and CFC forcings. Simulations with individual gases used changes larger than those observed for the sake of assuring a substantial response relative to unforced model variability. Runs were made for CH₄ changes 2 and 5 times the 2000 atmospheric amount and for an N₂O change 6 times the atmospheric amount.

GHG forcings and responses are listed in Table 1. The forcings and efficacies in Table 1 include only direct effects; indirect effects of CH₄ on O₃ and H₂O and indirect effects of CFCs on O₃ are discussed in later sections.

![Figure 4](image_url) **Figure 4.** (a) Heat flux into the planetary surface, (b) surface air temperature, and (c) ocean ice cover in doubled CO₂ experiments and control run of the coupled atmosphere-ocean model III. (d) Global surface air temperature responses to doubled atmospheric CO₂ (291 → 582 ppm) after subtraction of appropriate control runs, for several ocean representations, all with atmosphere model III.

![Figure 5](image_url) **Figure 5.** Alternative climate forcing definitions for doubled CO₂. Fi is evaluated at the tropopause and Fo at the top of the atmosphere. Fo is shown at both the top of the atmosphere and the planetary surface.
sections. The global mean surface air temperature response, $\Delta T_s$, is the mean for years 81–120 for either a single run or a 5-member ensemble, with the latter identified by the presence of the standard deviation in the $\Delta T_s$ column. The CH$_4$, N$_2$O and CFC forcings yield efficacies $E_a/C_24$ 110%, 104% and 132% relative to the standard CO$_2$ forcing, respectively. In interpreting the results the nonlinearity of the response should be borne in mind. For example, a CH$_4$ increase to 9000 ppb yields $E_a/C_24$ 113%, while an increase to 3504 ppb yields $E_a/C_24$ 110%. Judging from the ensemble runs the typical one standard deviation uncertainty in the forcings is $\pm 2\%$. Causes of higher efficacies for non-CO$_2$ gases are discussed in section 5.

Geographical distributions of the greenhouse gas forcings are shown in Figure 8, along with the surface air temperature response to the forcings. The spatial patterns of the responses to the well-mixed GHGs are remarkably similar when normalized by $F_s$, the global mean fixed sea surface forcing. The spatial responses are discussed in section 4 and the global mean efficacies in section 5.

### 3.1.3. Stratospheric Water Vapor

The direct climate forcing by CH$_4$ is second only to CO$_2$ among the well-mixed anthropogenic greenhouse gases. In addition, if CH$_4$ increases, so too does stratospheric H$_2$O and tropospheric O$_3$. These well-established indirect effects contribute to the total efficacy of CH$_4$ as a climate forcing.

Figure 9a shows the production rate of H$_2$O from CH$_4$ oxidation in our climate model for tropospheric CH$_4$ abundance 1740 ppbv, based on the two-dimensional model of Fleming et al. [1999]. The H$_2$O production rate is scaled linearly with atmospheric CH$_4$ abundance. We assume a two-year lag between surface CH$_4$ change and the CH$_4$ perturbation that affects stratospheric H$_2$O production. We use the surface CH$_4$ chronology in Table 1 of Hansen and Sato [2004].

Figure 9b shows observed stratospheric H$_2$O based on satellite observations [Randel et al., 2001]. The simulated stratospheric H$_2$O in the 1880 control runs is shown in Figures 9c and 9d, for the fixed sea surface model and the coupled atmosphere-ocean model, respectively.

We carry out a series of simulations with the ocean A (fixed SST) and ocean C (coupled atmosphere-ocean) models to examine individually the effects on stratospheric H$_2$O of CH$_4$ oxidation, other climate forcings with SST fixed, and tropospheric climate change. Climate forcings such as CO$_2$ and O$_3$ alter the temperature profile in the stratosphere in addition to changing tropospheric climate. By means of the fixed SST runs we can separate the effect of these forcings on H$_2$O via stratospheric temperature change from the effect via tropospheric warming.

Conclusions about stratospheric H$_2$O based on the present model are limited, because of the model’s crude vertical resolution (Figure 1) in the region of the tropical tropopause, i.e., the “cold-trap” that is believed to limit transport of water into the stratosphere. Although, as a result, the changes in water vapor transport into the stratosphere as a function of climate forcings may not be accurate, it is useful to record our present results for comparison with later higher resolution studies.

The second row in Figure 9 shows the atmospheric H$_2$O in years 11–100 of fixed SST runs with no CH$_4$ oxidation, with CH$_4$ oxidation of 2000, with “all forcings” of 2000 including CH$_4$ oxidation, and with “all forcings” plus 1990s SST. The third row in Figure 9 shows the impact on atmospheric H$_2$O of each of these changes. The fourth row in Figure 9 shows atmospheric H$_2$O in two experiments with the coupled model and resulting changes of H$_2$O relative to appropriate controls. The first experiment has only the forcer of the 1880–2000 CH$_4$-derived H$_2$O and the second experiment has “all forcings” for 2000. “All forcings” refers to the year 2000 forcings defined specifically in section 4.2, with the predominant forcings being greenhouse gases and aerosols.

Several conclusions can be gleaned from comparisons of these runs with each other and with observations. The H$_2$O abundance in the cold-trap region, i.e., at low latitudes just above the tropopause, is similar to the abundance that would exist throughout the stratosphere if there
were no CH$_4$ oxidation (Figure 9e). This is consistent with the simple Brewer-Dobson picture of the mean circulation in the stratosphere, with rising air at low latitudes and sinking at the poles, as shown by the model’s stream function in section 4. H$_2$O produced in the tropical middle stratosphere (Figure 9a) is carried upward and poleward by the Brewer-Dobson circulation. Descending motion at the poles carries H$_2$O-richer air downward, but the equilibrium distribution of H$_2$O at high latitudes in the lower stratosphere is less than that in the air descending from the middle stratosphere, probably because of horizontal mixing of air in the lower stratosphere. There is also vapor condensation during winter cooling, but this is a small term in the water budget and the condensate usually evaporates rather quickly. The formation and sedimentation of polar stratospheric cloud particles, which act as a sink of water vapor in the winter stratosphere, is not included in the model.

One implication of these simulations is that the CH$_4$ indirect climate forcing via oxidation to stratospheric H$_2$O is small. It is difficult to compute $F_i$ or $F_a$ due to CH$_4$-derived H$_2$O, because we do not have an easy way to compute the H$_2$O change without including some feedback effects. We obtain the H$_2$O distribution by inserting the CH$_4$ source function into the climate model, allowing the model to determine a new H$_2$O distribution including the CH$_4$ source function. This is done with fixed SST and SI, so the resulting radiative flux change is $F_s$. The resulting $F_s$ is small, 0.11 and 0.06 W/m$^2$, for the CH$_4$ changes to 2000 CH$_4$ from zero CH$_4$ and from 1880 CH$_4$, respectively. The forcing is small because the H$_2$O increase near the tropopause is small (Figures 9i and 9j).

The small CH$_4$-derived forcing contrasts with much larger estimates of the empirical H$_2$O “forcing” that would be obtained based on observed H$_2$O changes [Forster and Shine, 1999; Oinas et al., 2001; Smith et al., 2001], which are as large as 0.12–0.20 W/m$^2$ per decade. However, as those authors note, the observed H$_2$O change includes feedback effects as well as CH$_4$-derived H$_2$O change. Our simulations show that CH$_4$ oxidation contributes little to increase of H$_2$O near the tropopause, where H$_2$O is a very effective climate forcing [Lacis et al., 1990; RFCR; Forster and Shine, 2002]. CH$_4$ oxidation causes a large increase in upper stratospheric H$_2$O, but H$_2$O increase there does not yield much forcing because that region, which is convectively stable and optically thin, is not tightly coupled with the troposphere.

Another implication of the simulations summarized in Figure 9 is that there is no apparent need for a source of stratospheric H$_2$O other than CH$_4$ oxidation and tropospheric warming. Stratospheric H$_2$O observations have been interpreted as increasing at a rate twice that expected from CH$_4$ oxidation alone [Rosenlof et al., 2001], but our simulations suggest that CH$_4$-derived H$_2$O plus tropospheric warming can account for observed levels of stratospheric H$_2$O (Figure 9b). These two sources yield stratospheric H$_2$O much larger than the uniform ~3 ppmv that would exist in the absence of either source (Figure 9e). Indeed, the simulated H$_2$O for the 1990s (Figures 9h and 9o) is somewhat larger than observed. This excess may not be significant; it could arise from (1) the fact that we include no photo-destruction of H$_2$O in the upper atmosphere, which is a small sink, (2) a too slow removal of strato-

Figure 7. Fixed SST forcings, $F_s$, for specified CO$_2$ changes and other forcing mechanisms (section 3).
spheric H₂O via the model’s Brewer-Dobson circulation at the polar winter sinks, (3) a too large source specification (Figure 9a), or (4) excessive input of tropospheric H₂O through the cold-trap.

Figure 9p shows explicitly that the contribution of tropospheric climate change to the H₂O amount in the middle and upper stratosphere is small, less than 0.2 ppm. On the other hand, tropospheric climate change contributes substantially to the H₂O increase in the lower stratosphere (Figure 9p) near the tropopause, much more than the CH₄-derived H₂O, the latter being shown in Figures 9i, 9j, 9k, and 9n.

3.1.4. Ozone

O₃ change of the past century includes both a long-term tropospheric O₃ increase due mainly to human-made increases of CH₄, NOx (nitrogen oxides), CO (carbon monoxide), and VOCs (volatile organic compounds), and stratospheric O₃ depletion during the past few decades due to human-made Cl and Br compounds (halogens). However, the effects of tropospheric air pollution and ozone depleting halogens are not isolated, respectively, to the troposphere and stratosphere. For example, it is apparent that O₃ depletion at the South Pole extends all the way to the surface. O₃ depletion due to halogens must extend more generally into the troposphere, because a significant fraction of tropospheric O₃ originates in the stratosphere. However, this effect may be small because the photochemical adjustment time for tropospheric ozone is short in regions with substantial sunlight, so changes of input from the stratosphere may have little impact (the system is highly buffered).
Preferably, for the sake of isolating the effects of different mechanisms of change, we would specify the O₃ change throughout the atmosphere due to tropospheric air pollution and separately specify the O₃ depletion throughout the atmosphere due to halogens. Such O₃ change fields were not readily available at the time of our simulations, so our experiment set-up is somewhat different than that.

Our first O₃ simulation uses tropospheric O₃ change (the troposphere for this purpose is taken as extending to 150 hPa in the tropics, lowering from 150 to 200 hPa between 45 and 60° latitude, and to 290 hPa poleward of 60°) for 1880–2000 (Figure 10a) from a chemical transport model [Shindell et al., 2003a]. The chemical transport model was run for the period 1850–2000 driven by prescribed changes in ozone precursor emissions and climate conditions. This provides an estimate for the effect of tropospheric air pollution on tropospheric O₃.

Our second O₃ simulation adds to this tropospheric O₃ change the stratospheric O₃ change from the observational analysis of Randel and Wu [1999]. Some impact of stratospheric O₃ depletion on tropospheric O₃ change is included by extrapolating O₃ trends in the Antarctic all the way to the surface and by reducing the O₃ growth rates in the Arctic troposphere region (Figure 10b).
The instantaneous and adjusted forcings. The bulk of the stratospheric influence on tropospheric O3 depletion also maximizes, we have likely captured high latitudes during the colder half of the year, when polar downward flux of ozone into the troposphere is largest at O3 changes employed in 120-year climate simulations, and the simulated 1880–2000 tropospheric O3 change. This compares to a range from 0.28 to 0.43 W/m2 and a mean 0.34 W/m2 for 11 model studies reviewed by Ramaswamy et al. [2001]. Thus our tropospheric O3 forcing is in the middle of the range for these other models. However, our calculation is for the period 1880–2000 rather than the entire period of anthropogenic influence. If pre-1880 O3 change were included, our forcing presumably would increase modestly.

The adjusted climate forcing for the combined stratospheric and tropospheric O3 change is Fa = 0.28 W/m2. The difference between this and the tropospheric O3 forcing, −0.06 W/m2, is perhaps a lower limit on the magnitude of the O3 forcing due to Cl/Br, for the reason given above. However, this small negative forcing due to Cl/Br should be more realistic than large negative forcings estimated several years ago [RFCR; Forster and Shine, 1997]. As discussed by Forster [1999], the earlier results were influenced by spurious satellite analyses of large O3 depletion near the tropical tropopause. Note that the negative stratospheric O3 forcing has much smaller numerical value than the positive CFC forcing, so the net direct plus indirect CFC forcing has substantial positive value.

We find an efficacy for the standard adjusted forcing Ea ~ 0.82 ± 0.16 for the tropospheric O3 change and Ea = 0.82 ± 0.13 for the total atmosphere O3 change (Table 1). Ea < 1 for tropospheric O3 agrees with results from an earlier GISS model [Hansen, 2002; Mickley et al. 2004] obtain 30% greater increase of global surface air temperature for CO2 than tropospheric O3, corresponding to an efficacy of 77%. The fact that the efficacy is not too far from unity for either of our atmospheric O3 changes is in part an accidental averaging effect, as there can be large variations of the efficacy depending on the location of the O3 change [RFCR; Christiansen, 1999; Stuber et al., 2005]. O3 efficacies are discussed further in section 5.

3.2. Aerosols

3.2.1. Volcanic Aerosols

Volcanic aerosols cause a large, albeit transitory, climate forcing that provides a useful test for climate models [Hansen et al., 1978; Robock, 2000; Soden et al., 2002; Shindell et al., 2004; Stenchikov et al., 2004] that has not yet been fully exploited. We consider here a specific volcanic eruption, that of Mt. Pinatubo in 1991, for the sake of testing the accuracy of our calculated volcanic aerosol forcing. Pinatubo aerosol properties are the most accurately measured of all volcanoes [McCormick et al., 1995; Russell et al., 1996].

Stratospheric aerosol properties that we employ are reported in an update of the data set of Sato et al. [1993], which is available at http://www.giss.nasa.gov/data/strataer and is illustrated in Figure 3 of Hansen et al. [2002]. During the period of Pinatubo, the aerosol properties in the updated Sato et al. [1993] data set are based primarily on SAGE (Stratospheric Aerosol and Gas Experiment) satellite data [McCormick et al., 1995] via the retrieval algorithm of Lacis et al. [2000]. Here we look at the forcing by the Pinatubo aerosols, because recent reanalysis of Earth Radiation Budget Experiment (ERBE) wide-field-of-view satellite observations [T. Wong et al., 2004] provides a useful comparison.

The radiation scheme in the current GISS model yields a mean forcing Fa = −2.90 W/m2 for the 12-months following Pinatubo (July 1991 to June 1992). The forcing is
not quite linear for optical depths as large as that of Pinatubo (0.12 at \(\lambda = 0.55\ \mu m\) for the 12 months following the eruption), as we find \(Fa = -0.101\ \text{W/m}^2\) for optical depth one-third that of Pinatubo. The one-third Pinatubo case, for which we carry out an ensemble of 120-year climate simulations, implies an \(F-\tau\) (forcing, optical depth) relation

\[
Fa(\text{W/m}^2) \sim -25\ \tau, \quad (2a)
\]

while the full Pinatubo case yields

\[
Fa(\text{W/m}^2) \sim -24\ \tau. \quad (2b)
\]

When we use a globally uniform distribution of aerosols with \(\tau = 0.1\) and constant size distribution of effective radius 0.51 \(\mu m\) and effective variance 0.35, rather than the specific geographically and temporally varying Pinatubo distributions, we obtain \(Fa = -2.38\ \text{W/m}^2\), thus the same relation as above. Past versions of the GISS model have yielded values ranging from \(-30\ \tau\) [Lacis et al., 1992] to \(-21\ \tau\) [Hansen et al., 2002]. Changes in the calculated sensitivity occur because of changes in the model vertical resolution, number of spectral bands and k-distributions in the solar and thermal radiation calculations [Lacis and Oinas, 1991], method of parameterizing the integration over angles, and other factors. The present model has higher vertical and spectral resolutions than those in our prior Pinatubo calculations. We subjectively estimate the uncertainty in our current value as \(-15\%\).

[s6] For comparison with Pinatubo observations we use the coupled model (with the Russell ocean C) driven by “all” forcings, which are summarized and tabulated in section 4 below. For the brief period around the Pinatubo eruption, the changing stratospheric aerosol forcing overwhelms changes of other forcings such as slowly increasing greenhouse gases. We include the Pinatubo comparison in this paper on forcings, because it provides the best measure of the model response to an isolated forcing. Model results for the full period 1880–2003 are included in our transient simulations carried out for IPCC [Hansen et al., 2005; also manuscript in preparation, 2005].

[s7] Figure 11 compares ERBE top-of-the-atmosphere radiative flux anomalies [T. Wong et al., 2004] with results of the current model. The modeled solar flux anomaly peaks at about 6 \(\text{W/m}^2\), about 1 \(\text{W/m}^2\) larger than observed. The modeled reduction of thermal radiation to space peaks about \(0.5\ \text{W/m}^2\) larger than reported for ERBE. The net radiation anomaly, which is the forcing, peaks at about 3 \(\text{W/m}^2\) in both the model and observations, although it averages about \(0.5\ \text{W/m}^2\) larger in the model than in the observations for the calendar year 1992. ERBE measurement uncertainty is estimated at \(~0.4\ \text{W/m}^2\) (B. Wielicki, private communication, 2004). Figure 11b shows the variability of the calculated forcing among the five ensemble members. The real-world El Nino of 1992, not included in the climate model, may have affected the planetary radiation balance. We conclude that the modeled and observed radiation imbalance are in good agreement.

[s8] Our maximum forcing of \(~3\ \text{W/m}^2\) for Pinatubo is smaller than the \(~5\ \text{W/m}^2\) obtained by Andronova et al. [1999]. As discussed by Hansen et al. [2002], we believe that SAGE data [McCormick et al., 1995], retrieval analysis [Lacis et al., 2000], and supporting aerosol microphysical data [Russell et al., 1996] are more accurate than the data employed by Andronova et al. [1999].

[s9] We obtain an efficacy \(Ea \sim 91\%\) for Pinatubo aerosols (Table 2). Thus the \(F-\tau\) relation for the effective forcing, \(Fe = EaFa\), is

\[
Fe(\text{W/m}^2) \sim -23\ \tau, \quad (2c)
\]

for the one-third Pinatubo optical depth, and

\[
Fe(\text{W/m}^2) \sim -22\ \tau, \quad (2d)
\]

for the full Pinatubo optical depth.
**Table 2. Clear-Sky Aerosol Optical Depths (λ = 0.55 μm), Global Forcings, and Efficacies for 1850–2000 Changes in GISS Model III^ab**

<table>
<thead>
<tr>
<th>Aerosols</th>
<th>Name</th>
<th>(\tau_{control})</th>
<th>(\tau_{control}^a)</th>
<th>(\tau_{control}^b)</th>
<th>(Fi)</th>
<th>(Fa)</th>
<th>(Fa^a)</th>
<th>(Fs)</th>
<th>(Fs^a)</th>
<th>(\delta To)</th>
<th>(\Delta Ts)</th>
<th>(Ei)</th>
<th>(Ea)</th>
<th>(Es)</th>
<th>(Es^a)</th>
<th>(Fe^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33 × Pinatubo</td>
<td>E2PIN</td>
<td>0.000</td>
<td>0.040</td>
<td>-1.09</td>
<td>-1.01</td>
<td>-0.98</td>
<td>-1.04</td>
<td>-0.94 ± 0.23</td>
<td>-0.02</td>
<td>-0.43 ± 0.01</td>
<td>0.84</td>
<td>0.91</td>
<td>0.88</td>
<td>1.00</td>
<td>-0.92</td>
<td></td>
</tr>
<tr>
<td>Pinatubo</td>
<td>No Runs</td>
<td>0.000</td>
<td>0.120</td>
<td>-3.17</td>
<td>-2.90</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>All Trop. Aerosols</td>
<td>E2TRA</td>
<td>0.089</td>
<td>0.141</td>
<td>-0.44</td>
<td>-0.40</td>
<td>-0.36</td>
<td>-0.572</td>
<td>-0.83 ± 0.21</td>
<td>-0.04</td>
<td>-0.292 ± 0.01</td>
<td>1.44</td>
<td>1.56</td>
<td>1.10 ± 0.03</td>
<td>0.76</td>
<td>-0.63</td>
<td></td>
</tr>
<tr>
<td>Reflective Aerosols</td>
<td>E2noBC</td>
<td>0.017</td>
<td>0.063</td>
<td>-1.11</td>
<td>-1.10</td>
<td>-1.09</td>
<td>-1.17</td>
<td>-0.97</td>
<td>-0.06</td>
<td>-0.55</td>
<td>1.06</td>
<td>1.08</td>
<td>1.01</td>
<td>1.22</td>
<td>-1.18</td>
<td></td>
</tr>
<tr>
<td>2(ABCi + ABCb)</td>
<td>E2BC × 2</td>
<td>0.002</td>
<td>0.017</td>
<td>1.28</td>
<td>1.32</td>
<td>1.40</td>
<td>1.07</td>
<td>0.76</td>
<td>0.07</td>
<td>0.42</td>
<td>0.70</td>
<td>0.68</td>
<td>0.84</td>
<td>1.18</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2SU × 2</td>
<td>0.007</td>
<td>0.053</td>
<td>-1.27</td>
<td>-1.26</td>
<td>-1.26</td>
<td>-1.31</td>
<td>-1.19</td>
<td>-0.08</td>
<td>-0.63</td>
<td>1.08</td>
<td>1.09</td>
<td>1.04</td>
<td>1.12</td>
<td>-1.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2NO3 × 5</td>
<td>0.002</td>
<td>0.036</td>
<td>-1.01</td>
<td>-1.00</td>
<td>-1.00</td>
<td>-1.06</td>
<td>-0.95</td>
<td>-0.05</td>
<td>-0.48</td>
<td>1.03</td>
<td>1.04</td>
<td>0.98</td>
<td>1.06</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2OCI</td>
<td>0.000</td>
<td>0.008</td>
<td>-0.171</td>
<td>-0.134</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2OCI × 6</td>
<td>0.000</td>
<td>0.046</td>
<td>-0.784</td>
<td>-0.765</td>
<td>-0.75</td>
<td>-0.85</td>
<td>-0.90 ± 0.16</td>
<td>-0.05</td>
<td>-0.37 ± 0.02</td>
<td>1.01</td>
<td>1.03</td>
<td>0.93 ± 0.04</td>
<td>0.88</td>
<td>-0.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2OCB</td>
<td>0.009</td>
<td>0.009</td>
<td>-0.164</td>
<td>-0.129</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2OCB × 2</td>
<td>0.000</td>
<td>0.010</td>
<td>0.935</td>
<td>0.964</td>
<td>1.02</td>
<td>0.81</td>
<td>0.71 ± 0.17</td>
<td>0.06</td>
<td>0.35 ± 0.03</td>
<td>0.81</td>
<td>0.78</td>
<td>0.93 ± 0.07</td>
<td>1.07</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU1</td>
<td>0.000</td>
<td>0.0125</td>
<td>0.45</td>
<td>0.44</td>
<td>0.45</td>
<td>2.01</td>
<td>1.96</td>
<td>0.22</td>
<td>0.97</td>
<td>4.72</td>
<td>4.74</td>
<td>1.05</td>
<td>1.07</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU2</td>
<td>0.000</td>
<td>0.0125</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
<td>1.69</td>
<td>1.59</td>
<td>0.17</td>
<td>0.74</td>
<td>2.70</td>
<td>2.72</td>
<td>0.95</td>
<td>1.01</td>
<td>1.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU3</td>
<td>0.000</td>
<td>0.0125</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>2.02</td>
<td>1.87</td>
<td>0.14</td>
<td>0.92</td>
<td>2.12</td>
<td>2.14</td>
<td>0.98</td>
<td>1.06</td>
<td>1.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU4</td>
<td>0.000</td>
<td>0.0125</td>
<td>1.31</td>
<td>1.30</td>
<td>1.31</td>
<td>0.97</td>
<td>0.96</td>
<td>0.12</td>
<td>0.46</td>
<td>0.76</td>
<td>0.77</td>
<td>1.04</td>
<td>1.04</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU5</td>
<td>0.000</td>
<td>0.0125</td>
<td>1.53</td>
<td>1.51</td>
<td>1.52</td>
<td>0.64</td>
<td>0.74</td>
<td>0.08</td>
<td>0.30</td>
<td>0.42</td>
<td>0.43</td>
<td>1.02</td>
<td>0.87</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU6</td>
<td>0.000</td>
<td>0.0125</td>
<td>1.72</td>
<td>1.71</td>
<td>1.72</td>
<td>0.85</td>
<td>0.82</td>
<td>0.06</td>
<td>0.39</td>
<td>0.49</td>
<td>0.50</td>
<td>1.00</td>
<td>1.04</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU7</td>
<td>0.000</td>
<td>0.0125</td>
<td>2.00</td>
<td>1.98</td>
<td>1.99</td>
<td>0.81</td>
<td>0.41</td>
<td>0.03</td>
<td>0.35</td>
<td>0.37</td>
<td>0.38</td>
<td>0.92</td>
<td>1.83</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU8</td>
<td>0.000</td>
<td>0.0125</td>
<td>2.36</td>
<td>2.25</td>
<td>2.26</td>
<td>0.94</td>
<td>0.55</td>
<td>0.02</td>
<td>0.32</td>
<td>0.30</td>
<td>0.31</td>
<td>0.74</td>
<td>1.27</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU9</td>
<td>0.000</td>
<td>0.010</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>-0.87</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU10</td>
<td>0.000</td>
<td>0.010</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>-0.34</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU11</td>
<td>0.002</td>
<td>0.017</td>
<td>0.48</td>
<td>0.47</td>
<td>0.48</td>
<td>-0.72</td>
<td>-0.48</td>
<td>-0.21</td>
<td>0.14</td>
<td>0.21</td>
<td>0.21</td>
<td>1.38</td>
<td>1.00</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2BCU12</td>
<td>0.002</td>
<td>0.017</td>
<td>1.16</td>
<td>1.15</td>
<td>1.16</td>
<td>-0.14</td>
<td>-0.43</td>
<td>-0.30</td>
<td>0.68</td>
<td>0.88</td>
<td>0.91</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Sca Salt</td>
<td>E2noSLT</td>
<td>0.038</td>
<td>0.000</td>
<td>-1.16</td>
<td>-1.15</td>
<td>-1.15</td>
<td>-1.12</td>
<td>-1.19</td>
<td>-0.01</td>
<td>-0.53</td>
<td>0.99</td>
<td>1.00</td>
<td>1.03</td>
<td>0.97</td>
<td>-1.15</td>
<td></td>
</tr>
<tr>
<td>Soil Dust</td>
<td>E2noDST</td>
<td>0.030</td>
<td>0.000</td>
<td>-0.75</td>
<td>-0.74</td>
<td>-0.73</td>
<td>-0.71</td>
<td>-0.68</td>
<td>-0.04</td>
<td>-0.30</td>
<td>0.87</td>
<td>0.88</td>
<td>0.91</td>
<td>0.96</td>
<td>-0.65</td>
<td></td>
</tr>
<tr>
<td>Indirect Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct + AIEC_CaI_in_BC</td>
<td>E3IE1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>AIEC_CaI_in_BC only</td>
<td>E3IE1-E3TRA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Direct + AIEC_CaI_in_BC</td>
<td>E3IE2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>AIEC_CaI_in_BC only</td>
<td>E3IE2-E3TRA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Aerosol optical depths are for the 1850 amount and the experiment [1850 amount + factor × (2000–1850) amount].

\(^b\)For Fa’, Fs*, and Fe definitions, see footnotes a, b, and c of Table 1.
The efficacy of aerosol forcings is discussed in section 5. The simulated climate response to volcanic aerosols is compared with the response to other forcings in section 4. Regarding the realism of this volcanic aerosol forcing and our climate model’s ability to simulate resulting climate effects, Shindell et al. [2004] show that this aerosol forcing yields stratospheric warming, regional surface “winter warming,” and summer continental cooling following Pinatubo consistent with observations (as obtained in other studies [Robock, 2000]), and in our transient simulations carried out for IPCC we show that the model response after the notorious Krakatau volcano is reasonably consistent with observations. However, with the ocean resolution in our current simulations the model would not be capable of capturing an effect of volcanic aerosols occurring via modification of El Nino dynamics such as suggested by Mann et al. [2005].

3.2.2. Tropospheric Aerosols

Present day tropospheric aerosols in the GISS model III are described by Schmidt et al. [2005]. The time-variable aerosols that yield climate forcings are: sulfate, nitrate, black carbon (BC) and organic carbon (OC), with the distributions and histories of these based on simulations of Koch et al. [1999] and Koch [2001], except nitrate. “Natural” sulfate aerosols are time-independent, i.e., there is no attempt to simulate possible feedbacks of climate change on the sulfur cycle [Lovelock et al., 1972; Shaw, 1983, 1987]. Present-day nitrate is from Liao et al. [2004], with nitrate at earlier times reduced in proportion to global population. BC and OC are subdivided into two source distributions: fossil fuels and biomass burning, the latter including agricultural fires, primarily in the tropics, and forest fires that are more widely distributed especially in Asia and North America. Aerosols from biofuels are not included. OC emissions are taken as proportional to BC emissions, with the OM/BC mass ratio being 4 for fossil fuels and 7.9 for biomass burning, where OM is organic matter and it is assumed that OM = 1.3 × OC [Koch, 2001].

The aerosols are approximated as externally mixed for radiative calculations. Absorption by BC was increased a factor of two over that calculated for external mixing to approximate enhancement of absorption that accompanies realistic internal mixing of BC with other aerosol compositions [Chylek et al., 1995; Schnaiter et al., 2005]. The BC and OC masses from the Koch [2001] simulations were multiplied by factors 1.9 and 1.6, respectively, to obtain best correspondence with multispectral AERONET observations [Sato et al., 2003]. The GISS model includes the effect of humidity on sulfate, nitrate and OC aerosol sizes [Schmidt et al., 2005; A. A. Lacis, http://gacp.giss.nasa.gov/data_sets/lacis/database.html], which substantially increases the aerosol optical depths and radiative forcings. Resulting aerosol optical depths and forcings are listed in Table 2. Forcings by individual aerosol compositions are small, so it would require a large number of climate simulations to obtain a good signal/noise ratio in the climate response. Thus we increased the 1880–2000 change of individual aerosols by a factor such that the resulting forcing is of the order of 1 W/m². A forcing of 1 W/m² is small enough that the climate response should be close to linear with aerosol amount, as we verified empirically. Figure 12 and Table 2 give individual aerosol forcings and simulated 100-year surface temperature responses.

The efficacies for the direct aerosol forcings range from Ea = 58% for BC from biomass burning to Ea = 109% for sulfate (Table 2), as discussed in section 5. These efficacies refer to spatial distributions of aerosols obtained from the GISS tracer transport model. Biomass burning causes local cooling in the tropical Africa region of burning, and even Ea, the global efficacy relative to Fs, is significantly less than unity (0.81 ± 0.08) for BC aerosols from biomass burning.

When all tropospheric aerosols, BC plus the several reflective aerosols, are included in the same run, the climate response corresponds to an efficacy Ea ~ 160%. This is an expected result, reflecting the fact that the BC efficacy is significantly less than unity. If positive and negative aerosol forcings are combined, the net forcing can be small and the resulting efficacy of the net forcing can take on almost any value, as found in RFCR.

The efficacy of BC aerosols is very sensitive to their vertical distribution, varying from more than 100% for BC in the planetary boundary layer to 30–50% for BC in the upper troposphere. Experiments in which the BC aerosols are placed at different heights in the atmosphere, included in Table 2, are discussed in section 6. The quantitative results depend upon the realism of the cloud modeling.

The spatial pattern of the global thermal response to aerosol forcings has a high degree of similarity among different aerosols, when the response is normalized by the global mean forcing (fourth column of Figure 12). Of course there is some local response to regional aerosol concentrations, such as cooling under the biomass aerosols in central Africa, yet there is substantial global coherence in the response to various forcings.

3.3. Clouds

Clouds affect the amount of sunlight absorbed by the Earth and terrestrial radiation to space. Even small imposed cloud changes can be a large climate forcing. Cloud changes due to human aerosol and gaseous emissions or natural forcings such as volcanic emissions and incoming cosmic rays are difficult to quantify because of the large natural variability of clouds, cloud feedbacks on climate that occur simultaneously with imposed cloud changes, and imprecise knowledge of the driving human and natural climate forcing agents.

Knowledge of imposed cloud changes could be advanced via precise composition-specific global monitoring of aerosols and cloud microphysical properties [Mishchenko et al., 2004] supplemented by appropriate field campaigns, cloud modeling, and laboratory studies [Lohmann and Feichter, 2005]. In the meantime, cloud forcings in climate models are probably best viewed as sensitivity studies. Various observational constraints allow rationalization of the overall magnitude of assumed cloud forcings, but these constraints are imprecise and their interpretations are debatable. Nevertheless, if the relationships employed for the spatial and temporal distribution of the cloud forcing have justification, it may be possible to draw meaningful conclusions. Furthermore, there is one cloud forcing, the production of contrails by aircraft, with useful cloud change observations.
3.3.1. Aerosol Indirect Effects

We investigate the efficacies of the aerosol indirect effects, $AIE_{CldAlb}$ and $AIE_{CldCvr}$, via parameterizations that are included as options in model III. We define $AIE_{CldAlb}$ and $AIE_{CldCvr}$ as the change in cloud albedo and the change in cloud area, respectively, due to an imposed change of aerosol amount. The effect of a change in aerosol absorption is book-kept separately as the semi-direct effect (RFCR). Thus $AIE_{CldAlb}$ includes the Twomey [1977] effect of increased cloud albedo due to an imposed increase of cloud condensation nuclei with resulting smaller cloud droplets and larger cloud optical depth, and $AIE_{CldCvr}$ includes the Albrecht [1989] effect of increased cloud cover due to an imposed increase of cloud condensation nuclei with result-

Figure 12. Tropospheric aerosol forcings for 1850–2000, 100-year surface air temperature response (mean for years 81–120), and this response normalized by the global mean $\langle F_s \rangle$, in the GISS coupled climate model (ocean C). Changes of individual tropospheric aerosol amounts are multiplied by the indicated factors.
ing smaller cloud drops, reduced precipitation, and increased cloud lifetime. Our AIE_{CldAlb} and AIE_{CldCvr}, however, do not refer to specific mechanisms, but rather to the net effect of added aerosols. AIE_{CldAlb} and AIE_{CldCvr} so defined are observable as changes of cloud albedo per unit cloud area and changes of cloud cover, respectively. We argue below that empirical data suggest AIE_{CldCvr} to be the dominant aerosol indirect effect.

[86] We assume that the climatically most important aerosol indirect effects are those that alter low clouds, because changes of low clouds cause the largest forcing and because anthropogenic aerosols are abundant in the lower atmosphere. Thus our parameterization is developed for clouds beneath the 720 hPa level. However, there may be other significant aerosol indirect effects; for example, Lohmann [2002] suggests that soot particles act as ice nuclei posing a “glaciation indirect effect” that increases precipitation from midlevel clouds and tends to reduce the magnitude of AIE_{CldCvr} at those levels.

[87] Empirical data support the reality of aerosol indirect effects, but IPCC [2001] could conclude only that the indirect effect was potentially larger than anthropogenic CO₂ forcing, but opposite in sign and too poorly understood to assign a quantitative value. Cloud-resolving models [Ackerman et al., 2004] suggest that the increase of cloud water content due to aerosols may be less than portrayed in global models that yield large aerosol indirect effects, which would reduce AIE_{CldAlb} but not necessarily AIE_{CldCvr}. Part of the difficulty in modeling AIE_{CldAlb} and AIE_{CldCvr} from first principles is the fact that modeling of clouds themselves, and the climate producing them, is still crude. Also, aerosols, rather than being neat externally mixed compositions, include messy composites that are difficult to simulate.

[88] Understanding of aerosol indirect effects will require more realistic modeling and high precision global observations. Aerosol-cloud modeling needs to be interactive with the simulated climate. Such modeling is being pursued at GISS [Menon et al., 2002a; Menon and Del Genio, 2005] and other laboratories. Here we use a parameterization of aerosol indirect effects for low-level warm stratusform clouds, based in part on more complete aerosol-cloud modeling, with the hope of learning something from numerical experimentation.

[89] The parameterization is via empirical effects of aerosols on cloud droplet number concentration (CDNC) [Menon and Del Genio, 2005]. We include four time-variable aerosols: sulfate (S), nitrate (N), black carbon (BC), and organic carbon (OC), with the distributions and histories of each of these based on simulations of Koch et al. [1999] and Koch [2001]. We multiply cloud cover (C₃) and optical depth (C₄), computed by the climate model without aerosol indirect effects, by the factors

\[ C_2 : 1 + C_2 \times \Delta \text{CDNC} \times V_f \]

\[ C_4 : 1 + C_1 \times \Delta \text{CDNC} \times V_f \]

C₁ and C₂ are constants, ΔCDNC is the change of cloud droplet number concentration due to added aerosols (relative to the control run for 1850), and V_f specifies the apportionment of CDNC (and thus cloud cover change) among model layers.

[84] Thus C₁ and C₂ determine the magnitude of the two aerosol indirect effects, ΔCDNC determines the geographical distribution and temporal variations, and V_f determines the vertical distribution. V_f was obtained from interactive aerosol-cloud simulations of Menon and Del Genio [2005]. Specifically, we distribute the cloud cover and optical depth changes vertically among the lowest six model layers in proportions, starting from the lowest layer, 0.35, 0.20, 0.10, 0.17, 0.10, and 0.08.

[85] ΔCDNC is computed from the number of added aerosols in the region of low clouds in the GISS model, i.e., at altitudes below the 720 hPa level, which comprises the lowest six layers in the GISS 20-layer model. ΔCDNC is obtained by computing CDNC for the control run and experiment aerosol distributions, using in both cases the empirical result from Gulepke and Isaac [1999]

\[ CDNC = 162 \times \log_{10}(N_i) - 273 \quad \text{ocean} \]

\[ 298 \times \log_{10}(N_i) - 595 \quad \text{land} \]

\[ N_i = \sum S_i S_n_i \]

for \( N_i = N_\text{BlackCarbon}, N_\text{OrganicCarbon}, N_\text{Sulfates}, N_\text{SeaSalt}, N_\text{Nitrates}. S_i \) is the soluble fraction of aerosol \( N_i \).

[86] Soil dust was not included because its solubility is uncertain and with the dust size distribution in our present model its contribution would be small. Active (soluble) aerosol numbers were obtained from aerosol masses with the assumption that the soluble fractions were 0.6/0.8, 0.8, 1, 1, 1, and densities were 1, 1, 1.77, 2, and 1.7 g/cm³ for BC, OC, sulfate, sea salt, and nitrate, respectively. The BC soluble fraction was 0.6 for industrial (fossil fuel) BC and 0.8 for outdoor biomass burning BC. Mean particle sizes were radius 0.052 μm over land and 0.085 μm over ocean for all particles except sea salt, whose mean radius was taken as 0.44 μm.

[87] C₁ and C₂ should be chosen to give the correct global magnitudes for the indirect effects of aerosols on cloud albedo and cloud cover. Detailed aerosol-cloud-climate models yield a wide range for the indirect effects, from very small values to several W/m² for aerosol changes from the preindustrial era to the present [IPCC, 2001]. Thus these models, by themselves, do not concur on a well-defined value for AIE. However, we can use semi-empirical constraints on the AIE, i.e., constraints deducted from observations with the aide of models, to complete candidate parameterizations of the AIE.

[88] Hansen et al. [1995, 1997c] use observations of changes in the amplitude of the diurnal surface air temperature cycle, in combination with global climate model simulations, to infer a non-climatic increase of low cloud cover occurring predominately over land areas. They infer AIE \( \sim -1 \) W/m² for the industrial era with most of this forcing due to an increase of low cloud cover. Satellite measurements of the polarization of sunlight reflected by clouds are used by Lohmann and Lesins [2002] and Quass et al. [2004] to constrain aerosol-cloud models. Their analyses suggest that AIE \( \sim -0.85 \) W/m², with no numerical breakdown but with AIE_{CldCvr} providing a substantial
part of that forcing. Kaufman et al. [2005] use recent observations of the satellite instruments MODIS and MISR to infer that AIE probably is primarily due to AIECldCvr. Thus our first transient simulation for 1880–2003 employs AIECldCvr/C24/C0 1W/m² and AIECldAlb = 0 and in subsequent simulations we can test the impact of AIECldAlb. Our aim is to infer information in this way about both indirect effects. Based on these empirical analyses we chose values of C1 and C2 that would yield forcings of the order of 0.77 W/m². We found that C1 = 0.007, C2 = 0 yields a forcing AIECldAlb/C24/C0 0.77 W/m² and C1 =0 , C2 = 0.0036 yields AIECldCvr/C24/C0 1.01 W/m² for the assumed 1850–2000 aerosol changes in the GISS model (Table 2). We carried out 100-year Fs runs and 120-year coupled model runs for both of these forcings, as well as for the aerosols without either indirect effect. Cloud cover increase is caused mainly by AIECldCvr, although the other aerosol forcings tend to cool the atmosphere and increase cloud cover slightly. Although the forcings are more concentrated in regions of aerosol sources, the response of the coupled model is spread over a wider area.

It would be valuable to know the portions of the indirect aerosol effect associated with each aerosol type. Many potential actions could be taken to alter aerosol emissions, and it would be useful to know beforehand which actions are most beneficial in a broad sense, including the climate effects. However, because of the complexity of aerosols, with internal and external mixtures of various compositions, our poor knowledge of aerosol source distributions, and the crude representations of aerosols in climate models, it is not possible today to do a good job of such an apportionment of the indirect effect.

Nevertheless, we make an idealized apportionment here of the indirect effect among aerosol types. The main purpose is to provide a basis for discussion in section 6 about what would be needed for a more reliable evaluation. Here we treat soil dust, as well as sea salt, as a natural background aerosol, so it does not contribute to climate forcing. Although the fraction of soil dust that is of anthropogenic origin has been estimated to be as much as 20% [Sokolik and Toon, 1996] or even 30–50% [Tegen and Fung, 1995], recent studies [Tegen et al., 2004] suggest that it is less than 10%. Humans also suppress soil dust emissions via irrigation and other practices, and human-induced climate change can alter soil dust emissions and atmospheric lifetime, but we have not tried to quantify any time variations of human effects on soil dust. Thus our present computation includes only sulfates, nitrates, black carbon and organic carbon as changing aerosols.

We carried out climate simulations, both 120-year coupled model runs and 100-year Fs runs, in which we removed individually the indirect effect of each of the four time-variable aerosols. This was done by retaining the direct effect of all aerosols, but excluding a specific aerosol from calculation of the aerosol indirect effect on clouds. The results of such a run were then subtracted from the results of the run that included the full direct and indirect effects of all aerosols. Only the effect of aerosols on cloud cover, i.e., only AIECldCvr, was included, but its forcing (−1.01 W/m²) was such as to approximate our estimate for the total AIE. Our interest here is in the apportionment and spatial distribution of the indirect

Figure 13. Changes of cloud cover, planetary albedo, and Fs in 100-year simulations with fixed SST for 1850–2000 changes of tropospheric aerosols in the GISS model (see Table 2). Changing aerosols are sulfates, nitrates, organic carbon, and black carbon. The final column is the change of surface air temperature at years 81–120 in the coupled climate model.
effect, rather than its absolute value and division between $AIE_{CIAB}$ and $AIE_{CIACVR}$.

[93] Figure 14 shows the resulting indirect effects on surface air temperature for sulfates, nitrates, organic carbon and black carbon aerosols. Note that the sum for the four aerosol types is a cooling $-0.35^\circ C$. This compares with $-0.45^\circ C$ global cooling due to the indirect effect of all four aerosol types included at the same time. The reason that the sum of the individual effects is smaller is saturation of the indirect effect. Boucher and Pham [2002] have noted that the indirect forcing saturates, i.e., it increases more slowly than linearly with increasing aerosol number. By removing the aerosol effects individually, we are treating each of the aerosols as if it were the fourth aerosol, i.e., the indirect effect of the other three aerosols is always there. This $+0.10^\circ C$ caused by saturation is the reason for regions of apparent warming in the United States and Europe in Figure 14.

[94] We conclude that with our external mixing approximation the aerosol indirect effect is apportioned as sulfates (36%), organic carbon (36%), nitrates (23%), black carbon (5%). There are many reasons why this apportionment based on external mixing should be treated with caution, as discussed in section 6.

[95] We note that the tendency of the indirect aerosol effect to saturate, i.e., to be less effective as more aerosols are added, may have practical relevance. If policymakers were to hesitate in reducing aerosol pollution for the sake of retaining its cooling effect (to counter greenhouse warming), it should be pointed out that a much reduced aerosol load spread over a wide area would still produce a significant aerosol indirect effect. However, knowledge of aerosol climate effects is too crude for such recommendations, so efforts to reduce global warming now need to emphasize reduced greenhouse gas emissions.

### 3.3.2. Contrails

[96] Contrails produced by air traffic have become almost ubiquitous in the Northern Hemisphere, so it is natural to ask what effect they have on climate, especially since air traffic is projected to continue to increase through at least the first half of this century [Penner et al., 1999]. Minnis et al. [2004] have compiled a comprehensive data set for observed contrail coverage in 1992 (Figure 15, upper left). This observed contrail coverage is increased by a spreading effect.
factor to account for aging of linear contrails into natural-looking cirrus clouds and other cirrus clouds initiated by aerosols generated from aircraft exhaust [Jensen and Toon, 1994]. Minnis et al. [2004] estimate a spreading factor of two and use results of an equilibrium GCM simulation [Rind et al., 2000], together with an assumption that the regional climate response is a function of the regional forcing, to estimate that cirrus trends over the United States caused a warming trend of 0.2–0.3°C per decade between 1975 and 1994, comparable to observed temperature change.

We made climate simulations using the observed contrail coverage (Figure 15) multiplied by a factor of 10 to increase the signal/noise of the climate response. We assumed an optical depth of 0.25 and added the contrail-cirrus clouds in model layer 9 (210–285 hPa), essentially the values suggested by Minnis et al. [2004]. Our climate simulations included a 100-year Fs run (fixed SST) to define the climate forcing and a 5-member ensemble of 120-year coupled model runs. The cloud cover changes in the model, as seen by a ground observer or by a satellite, are reduced by overlap with clouds in other model layers. Resulting cloud cover changes are very similar in the 100-year Fs run and the 120-year coupled model run. Global high clouds increase 0.8% with maximum increase ~25% over the United States. Global total cloud cover increases about 0.5% with maximum increase ~20% over the United States. The high cloud and total cloud cover changes in the Fs run are shown in Figure 15.

The resulting change in radiative flux at the top of the atmosphere in the Fs run (Figure 15) has a global mean 0.03 W/m² with a maximum of about 2 W/m² over the United States. The average global mean temperature change in years 81–120 of the ensemble of coupled model runs was 0.03°C. The global forcing is so small that we cannot define the global temperature response accurately with only five runs. The global mean temperature changes in years 81–120 were 0.011, 0.017, 0.019, 0.029, and 0.079°C in the five runs, so the standard deviation, 0.03°C, was as large as the mean temperature change. The simulated temperature change over the United States (Figure 15) is a few tenths of 1°C, which is only comparable to the standard deviation of the regional temperature change in the five control runs (section 5). Given that we used 10 times the observed contrail coverage, corresponding to an exaggeration by a factor of five if the spreading factor is two, it is clear that the effect of contrails on global and United States temperatures is very small.

Our simulated climate response over the United States in 81–120 years is much smaller than even the decadal response of Minnis et al. [2004], even though our exaggerated contrail coverage is a factor of five larger than their assumed amount. Our calculated global radiative forcing, if reduced by a factor five, is 0.006 W/m², at the low end of the range 0.006–0.025 W/m² that they estimated. A factor of 2.5 in the estimated responses can be accounted for by the fact that they employed the equilibrium response of a climate model with high climate sensitivity, 5°C for doubled CO₂, while we use the 100-year response (1.96°C for doubled CO₂, Table 1) of a model with 2.7°C equilibrium sensitivity to doubled CO₂. Perhaps the primary reason for the difference is their assumption that the regional climate forcing can be used to infer the regional climate response. Shine [2005] also concludes that Minnis et al. [2004] overestimate the effect of contrails for this reason. We do find a reduction of the amplitude of the diurnal temperature cycle in the United States (Figure 15), but, after reduction by a factor five, it is small because high clouds are relatively ineffective at influencing the diurnal cycle of Ts [Hansen et al., 1995].

The contrail forcing and the climate response are too small for reliable computation of the efficacy of the contrail forcing. However, in RFCR we showed, via equilibrium simulations with the Q-flux model, that high clouds have an efficacy substantially less than 100%. Ponater et al. [2005] examine the response of a global climate model to contrails, concluding that the effects of realistic contrail amounts on surface temperature are small with a response relative to an equal CO₂ forcing of 0.43/0.73, i.e., an efficacy ~59%.

### 3.4. Surface Properties

#### 3.4.1. Land Use

Changes of land-use have long been suspected of being a cause of regional and even global climate change [Sagan et al., 1979; Henderson-Sellers and Gornitz, 1984], especially deforestation, which has occurred at both middle-high latitudes and in the tropics, often with forest replaced by cropland. Deforestation at high latitudes is an effective forcing, because forests with snow are darker than fields covered by snow. Hansen et al. [1998] calculated a global forcing of −0.21 W/m² for replacement of today’s land use pattern with natural vegetation, essentially the same as the −0.20 W/m² found by Betts [2001]. However, much of this land use change occurred prior to 1880. To examine the land use climate forcing of the past century, we have employed the time-dependent land-use data sets of Ramankutty and Foley [1999] and Klein Goldewijk [2001], finding similar climate forcings from these two data sets.

Figure 7 shows the climate forcing that we obtain for the land use change between 1880 and 1990 for the land use data set of Ramankutty and Foley [1999]. The global mean forcing Fs = −0.09 W/m² includes the effects of albedo change, but also the effects on evapotranspiration of changed vegetation types. This result is consistent with the shortwave radiative forcing of −0.15 W/m² found by Matthews et al. [2003] for the period 1700–1992 using the same Ramankutty and Foley [1999] data set. The small land use global climate forcing that we find may not fully represent land use effects, as there are other land use activities, such as irrigation, that we have not included. Myhre and Myhre [2003] estimate a large range of uncertainty, from −0.6 to +0.5 W/m², for the land use climate forcing, with positive forcings from irrigation and human plantings. However, they conclude that the net land use forcing is probably negative. Brovkin et al. [2004], using a simplified climate model of unspecified sensitivity, obtain a global cooling of −0.12°C in the period 1880–2000 for the Ramankutty and Foley [1999] data set.

We made an ensemble of five runs with the 1880–1990 land use change, because, unlike greenhouse gas or aerosol forcings, it is not easy to magnify the land use forcing. The ensemble-mean global-mean temperature change we find is −0.04 ± 0.02°C for years 81–120. The corresponding global efficacy is 1.02 ± 0.60. Although the
global mean climate response is small, because the global forcing is small, the regional response is readily apparent in the global map of the climate response, which is presented in section 4.

3.4.2. Snow Albedo

Clarke and Noone [1985] measured soot in snow and ice at many locations around the Arctic in the early 1980s, finding an amount sufficient to have a significant effect on the albedo for solar radiation. Hansen and Nazarenko [2004] (hereinafter referred to as HN) made calculations of the climate effects assuming representative spectrally-integrated albedo changes of 1.5% in the Arctic and 3% in snow-covered Northern Hemisphere land regions, obtaining a global climate forcing of ≈0.16 W/m², which yielded equilibrium global warming of 0.24°C in a Q-flux model. The climate model was E037, the GISS model E as it existed in the summer of 2003, which had a sensitivity of 2.6°C for doubled CO₂ (Fa ≈ 4.1 W/m²), implying a soot snow albedo efficacy Ea ≈ 236%.

Soot effects on snow and ice albedos today are uncertain, in part because of the sparseness of measurements. There is evidence that Arctic BC pollution may have decreased in recent decades, [Grenfell et al., 2002; Sharma et al., 2004], probably because of decreased emissions from North America, Europe and Russia, despite an increase of emissions from the Far East. Even when the BC amount in snow is known, there is uncertainty about its effect on snow albedo, because the albedo change depends sensitively on the nature of the soot particles and how they are mixed with the snow and ice particles [Warren and Wiscombe, 1985; Bohren, 1986].

Our present snow albedo specification differs from that of HN, as here we let the albedo change be proportional to the local BC deposition in the aerosol transport calculations of Koch [2001]. We still use a simple prescription, rather than detailed radiation calculations of soot and snow mixtures, because the latter require several arbitrary assumptions including a specification of how much soot is carried away in meltwater and how much is retained near the surface in the critical times during and after surface melting. Application of an empirical scale factor in modeling the soot albedo effect may be justified by such considerations, but it is desirable to determine that scale factor from observations of the soot effect on snow albedo at several locations. In reality there is very little data available for soot amounts in snow and for their albedo effect.

For the present calculation we chose a scale factor yielding a conservative estimate of the soot effect, with a global forcing of 0.08 W/m², which is only about half as large as estimated by HN. The reason for use of a smaller scale factor is the suggestion in meager available observations that the BC in snow amounts measured by Clarke and Noone [1985], employed by HN, may be significantly larger than current BC amounts in the Arctic. The resulting BC albedo effect in the region of Arctic sea ice in our present model is only several tenths of 1% (Figure 16), as opposed to the 1.5% spectrally integrated (2.5% visible wavelengths) albedo change assumed by HN. The present snow albedo prescription yields an 81–120 year ensemble-mean global warming of 0.065°C and thus an efficacy of 171%.

We made additional simulations to investigate the different responses of the prior model E037 and the current model III to snow albedo changes. The primary reason for the larger response in model E037 is the larger forcing assumed by HN. In addition, for the same forcing, model III yields a smaller response than model E037. Sea ice is more stable in model III than in E037, a change that is not necessarily more realistic, as simulated sea ice trends are smaller in model III and less than observed (J. Hansen et al., manuscript in preparation, 2005). However, we have not studied the impact on model sensitivity of each change in model physics between E037 and model III. The larger response found by HN must be due largely to their assumed 1.5% sea ice albedo change, which contrasts with ≈0.4% in our current snow albedo specification (Figure 16). The effectiveness of a forcing depends on its geographical distribution, and surface air temperature is especially sensitive

Figure 16. Geographical distributions of surface albedo changes, climate forcing Fs, and surface air temperature response in the (Q-flux model, equilibrium response) simulations of Hansen and Nazarenko [2004] and in our present (coupled model, 81–120 year response) simulations.

...
to sea ice cover. Thus it is important to obtain accurate measurements of the BC effect on sea ice albedo.

3.5. Solar Irradiance

[109] We carry out solar irradiance experiments of the classical sort [Manabe and Wetherald, 1975; Wetherald and Manabe, 1975], by altering the solar constant, as well as simulations in which the solar changes are largest at ultraviolet wavelengths in accord with observed solar variability. The latter simulations use the solar spectral changes of Lean [2000]. For both cases we find, in agreement with RFCR, that the direct solar forcing is less effective than an equivalent CO₂ forcing. We find Ea ~92% for the realistic spectral variations, as discussed in sections 4 and 5. However, we do not attempt to evaluate possible indirect effects of solar variability, such as on ozone amount, which have been suggested [Haigh, 1994, 1999; RFCR; Shindell et al., 1999a] to provide an enhancement of the direct solar forcing. Shindell et al. [2001] conclude that the ozone indirect forcing is small and its effect is primarily dynamic, not radiative.

4. Climate Model Responses

[110] The set of climate simulations carried out to investigate the efficacies of different climate forcing mechanisms provides fodder for other investigations. We compare several quantities here for the various forcings. More extensive diagnostics from these runs are available on the GISS web site.

[111] We emphasize the 100-year response (mean for years 81–120) of the coupled model runs. At that point the global mean temperature change is 0.78°C for the combination of nine forcings that we focus on. This warming is comparable to the observed global temperature increase of 0.6–0.7°C since 1880–1900, so comparisons with the real world are relevant. Bear in mind that the 100-year response to a fixed forcing can differ from the response to a gradually changing forcing. However, we would expect the transient 100-year response to fixed forcing to be much more relevant for comparison to the real world than the common equilibrium simulations with mixed layer ocean.

[112] One hundred–year Fs simulations, i.e., fixed SST runs, were made for the same forcing mechanisms as used for 120-year coupled model runs. Additional inferences can be drawn by comparing Fs and coupled model runs. It is not practical to illustrate most Fs runs here, but the diagnostics of all runs are available on the GISS web site.

4.1. Control Runs

[113] We illustrate here quantities whose sensitivities to forcings will be examined. Figures 17a and 17b show these quantities for years 11–100 of the 100-year Fs control run and for years 201–500 of the coupled model control run, respectively. Zonal mean quantities are shown only for the coupled model (Figure 17b), because the results for the Fs run appear identical.

[114] Schmidt et al. [2005] examine the degree of realism of the specified-SST model III in detail. Some prime deficiencies of the fixed SST version are mentioned in section 2.2 above. Comparison of Figures 17a and 17b shows that the coupled model retains about the same degree of realism, except the ITCZ is less realistic, as shown by the precipitation patterns.

[115] Figure 17c shows the standard deviation of the quantities in Figure 17b, based on years 201–500 of the control run. The standard deviation provides a measure that helps evaluate the significance of the model response to forcings. The number on the upper right of each map is the global mean of the local standard deviation. The standard deviation of the global mean is much smaller, being 0.057°C and 0.007 mm/day, e.g., for temperature and precipitation.

[116] In interpreting the model response to forcings it is worth bearing in mind two major deficiencies of the present GISS model. One problem is the crude 4° × 5° dynamical ocean, whose shortcomings include the absence of El Nino variability, too shallow overturning in the North Atlantic Ocean, excessive vertical mixing around Antarctica [Liu et al., 2003], and deepwater formation in the Northwest Pacific Ocean. A second deficiency is the simple representation of gravity wave effects in the stratosphere via a small constant drag coefficient. Although the stratospheric climatology is reasonably good, we cannot expect this model to yield realistic dynamical interactions between the troposphere and stratosphere. These two deficiencies are the focus of current GISS model development. We intend to repeat a subset of the present simulations with a model that has alleviated these problems.

4.2. Temperature and Precipitation Maps

[117] Figures 18 and 19 show the 100-year annual mean temperature and precipitation responses to a series of CO₂ forcings and each of the forcings used in our transient climate simulations for the 2007 IPCC report. The two panels in the lower left are the climate responses when “all forcings” are applied in the same run and the sum of the responses to the individual forcings. In Figures 18 and 19, forcings are from the year in parentheses to 2000, unless the forcing is specified explicitly. Results are 5-run ensemble means, unless specified as “1 run.” Tables 1–4 summarize the forcings, global temperature responses, and efficiencies of the illustrated climate forcing mechanisms.

[118] The “all forcings” case includes the estimated forcings for the period 1880–2000. Specifically, it includes well-mixed greenhouse gases (CO₂, CH₄, N₂O, and CFCs), CH₄-derived H₂O, O₃, land use changes, BC effects on snow albedo, direct effects of sulfate, nitrate, OC, and BC aerosols, and indirect effects of all these aerosols on clouds. The indirect aerosol effect is parameterized entirely as the cloud cover indirect effect with a forcing Fs = −1.01 W/m² for 1850–2000 and ~ −0.8 W/m² for 1880–2000. Volcanic aerosols are included in “all forcings” for our simulations with transient forcings, but their optical depth is zero in both 1880 and 2000 so they do not contribute to 120-year runs for fixed 1880 and 2000 forcings.

[119] The responses to CO₂ changes form a continuous sequence. The responses to negative and positive forcings are similar, but opposite in sign. Close examination reveals that there is a small asymmetry in the temperature response to positive and negative forcings, which is discussed below.

[120] Note in Figure 18 the nearly identical temperature response patterns for the 1.5 × CO₂ increase and the 1880–2000 increase of well-mixed greenhouse gases (GHGs). The fact that the global warming is ~10% larger for the GHGs
than for $1.5 \times CO_2$, despite their similar forcings (Fa), is a reflection of the higher efficacy of the non-CO2 GHGs.

Regional climate changes simulated by the present model are not expected to be realistic, given the coarse model resolution and the inability of the coupled model to accurately represent the ITCZ and other regional climate features. Nevertheless, meaningful statements about regional climate may be possible. As CO2 increases, there is a robust intensification of the Hadley circulation (section 4.3), increase of rainfall in the Intertropical Convergence Zone

Figure 17. (a) Maps of annual surface air temperature, annual precipitation, and DJF sea level pressure for years 11–100 of fixed SST (Fs) control run, (b) the same maps plus zonal mean DJF and JJA latitude-height plots of temperature, water vapor, and stream function for years 201–500 of the coupled model III control run, and (c) standard deviations for years 201–500 of the coupled model III control run.
Figure 18. Temperature change in years 81–120 of coupled model simulations driven by the forcings of Figure 7.

Figure 19. Precipitation change in years 81–120 of coupled model simulations driven by the forcings of Figure 7.
(ITCZ), and intensification of dry conditions in subtropical regions including the Southwest United States, the Mediterranean region, and an expanding Sahelian region in Africa. Precipitation increases in the Eastern United States and at high latitudes in both hemispheres. These features survive in the model simulations that use all forcings of the past century. There is a suggestion of such precipitation tendencies in observations during recent decades of rapid global warming [Mitchell et al., 2004].

[122] Substantial Arctic warming occurs in response to both anthropogenic ozone change and soot’s snow albedo effect (Figure 18). Arctic warming occurs despite indications that sea ice cover, and thus Arctic surface air temperature, are less sensitive to forcings in the GISS model than in the real world (J. Hansen et al., manuscript in preparation, 2005). Moreover, these warming contributions occur despite conservative estimates for both forcings: (1) Mickley et al. [2001], Shindell and Faluvegi [2002], and S. Wong et al. [2004], based on simulations and limited 19th century O₃ measurements, suggest that the anthropogenic tropospheric O₃ forcing might be larger than the 0.34 W/m² in our present simulations, and (2) we employ a soot albedo effect of only ~0.3–0.4 percent over Arctic sea ice (Figure 16), which compares with 1.5 percent of Hansen and Nazarenko [2004].

[123] The small soot albedo forcing (~0.25 W/m² over the Arctic Ocean) is effective because of positive feedbacks [Hansen and Nazarenko, 2004; Clarke and Noone, 1985]. Absorbed sunlight speeds snow “aging,” i.e., growth of grain size, decreasing the snow albedo and hastening the first snow-melt, which darkens the albedo by tens of percent. The result is a longer snow-melt season and a greater area of open water, thus increased absorption of solar radiation by the ocean. When the Arctic Ocean refreezes in the winter, the thin single-year ice helps retain the ocean’s heat while being more susceptible than multi-year ice to melting during the following summer. Thus soot may be a partial cause of reduced area and thickness of Arctic sea ice in the past half century [Rothrock et al., 1999].

[124] These results imply that a strategy to reduce anthropogenic CH₄, O₃ and soot pollution could help slow Arctic climate change and minimize loss of summer sea ice as now inevitable additional global warming occurs in the 21st century [IPCC, 2001; Hansen et al., 2005]. The magnitude of the soot contribution to ice loss needs to be assessed via measurements of soot content and its effect on snow albedo during spring just before the advent of the melt season.

[125] The response to “all forcings” in Figure 18 differs little from the sum of the responses to the individual forcings, the global warming being slightly larger for the sum of responses. This small non-linearity is reasonably consistent with results of Gillett et al. [2004] and Matthews et al. [2004], who found no non-linearity when combining multiple forcings, but it differs from the model of Feichter et al. [2004], which yielded significantly less warming for combined GHG plus aerosol forcing than for the sum of the individual responses.

[126] Some non-linearity is expected, as the efficacy of a forcing depends upon the magnitude of the forcing, and thus equal and opposite positive and negative forcings will not yield equal and opposite responses. Non-linearities arise because the strength of climate feedbacks such as water vapor and sea ice depends upon the mean climate. In our model, e.g., the efficacy increases as the mean climate warms, and thus the sum of the responses to equal positive and negative forcings is a warming. The opposite sign of the non-linearity in the model of Feichter et al. [2004] suggests that the efficacy of forcings in their model decreases as the magnitude of the forcing increases. This might occur, e.g., if their model has a stronger sea ice feedback. These non-linearities are discussed further in section 5.1 via experiments with +2% So and −2% So forcings.

4.3. Zonal Mean Temperature and Water Vapor

[127] Figure 20 shows annual zonal mean changes of temperature and water vapor. Increasing CO₂ cools the stratosphere while warming the troposphere. Despite stratospheric cooling, H₂O increases there as CO₂ increases. The increased intensity of the Brewer-Dobson circulation (see below) increases the flux of moisture from the troposphere into the stratosphere in the tropics. Although the stratospheric climatology is realistic (Figure 17), the water vapor changes in the present model may not be accurate, because the vertical resolution near the tropopause (Figure 1) is inadequate to resolve small changes in the “cold-trap,” the minimum tropical temperature, which occurs in layer 12 at ~95 hPa in the 20-layer model. Nevertheless we record our present results for comparison with later higher resolution studies.

[128] The well-mixed GHGs increase middle stratospheric H₂O by several tenths of a ppm, which can account for a significant part of the observed stratospheric H₂O increase [Rosenlof et al., 2001] despite slight cooling at the tropopause [Zhou et al., 2001]. More important, from the standpoint of climate forcings, is the larger increase of H₂O near the tropopause. Substantial water vapor increase occurs well into regions of reduced temperature as can be seen from the side-by-side comparisons of ΔT and ΔQ.

[129] The case illustrated for increase of H₂O in the stratosphere due to CH₄ oxidation is for the change from no CH₄ to the CH₄ amount of 2000. The H₂O increase in this case is more than 3 ppm in the upper stratosphere. However, the H₂O change near the tropical tropopause is nearly zero. It is for this reason that the climate forcing due to CH₄-derived H₂O is small. We would not expect higher resolution near the tropopause to change this result. The stratospheric water vapor feedback due to changing tropospheric climate change may be sensitive to modeling of the cold-trap at the tropopause, but the climate forcing due to CH₄-derived stratospheric H₂O should be less sensitive to resolution of the cold-trap.

[130] The 1880–2000 O₃ change causes cooling of a few tenths of a degree in the stratosphere and warming in the troposphere. The 1880–2000 solar irradiance change, multiplied by four to yield a forcing ~1 W/m², causes substantial stratospheric warming and H₂O increase due to increased absorption of ultraviolet radiation, suggesting that solar variability could be a contributing factor in observed stratospheric water changes. The Pinatubo aerosols, divided by three to make the forcing ~1 W/m², cause warming in the tropical lower stratosphere but cooling at the poles.
Black carbon aerosols cause warming at low levels that extends across the region of the cold-transport. As a result, BC aerosols cause a significant increase of stratospheric H2O. Thus BC aerosols could contribute to observed increases of stratospheric H2O, which are too large to be explained by CH4 alone [Rosenlof et al., 2001]. We note that Koch [2001] has found that the GISS tracer transport model may move an unrealistic amount of BC to high levels in the troposphere. On the other hand, recent observations of Baumgardner et al. [2004] find high concentrations of BC reaching into the lower stratosphere, though the measurements are at high latitudes.

The response to all forcings has a cooling of more than 1°C in much of the stratosphere and ~5°C at the stratosphere. Nevertheless, water vapor increases throughout the atmosphere, with the minimum increase about 0.2 ppm near the cold-transport.

The warming maximum in the upper tropical troposphere is a common feature among global climate models. However, two of our forcings that contribute significantly to that warming peak are uncertain. As discussed in section 3.1.4, our ozone change specification has large ozone increase in the upper troposphere and does not account for the possibility that stratospheric O3 depletion (albeit small at low latitudes) might somewhat mitigate the magnitude of O3 increase near the tropical tropopause. BC aerosols also contribute to the upper tropospheric warming in our model, but we are uncertain whether the large amount of upper tropospheric BC in our model is realistic.

### 4.4. Stream Function

The Brewer-Dobson circulation in the stratosphere is an extension of the seasonally dominant branch of the tropospheric Hadley circulation, as shown by the stream function in the control run (Figure 17). Figure 21 shows that increased CO2 and the 1880–2000 increase of all well-mixed GHGs cause an intensification of the mean meridional circulation in both the troposphere and stratosphere. This holds in the troposphere for both branches of Hadley cells, the indirect Ferrell cells, and the polar cells.

The changes of the mean circulation caused by the GHGs dominate over the effects of other forcings, i.e., the stream function changes due to the GHGs determine the character of the changes when “all forcings” are incorporated. These changes are consistent with the simulated changes in precipitation discussed above, including heavier rainfall in the ITCZ and increased drying in subtropical regions.

The aerosol direct and indirect effects weaken the dominant Hadley cell and the Brewer-Dobson circulation. Industrial BC, by itself, strengthens the Brewer-Dobson circulation in JJA, but weakens it in DJF, a plausible consequence of the Northern Hemisphere location of this forcing. However, these aerosol effects on the mean circulation are subjugated by the larger GHG effects when all forcings are included.

### Table 3. Climate Forcings, Responses, and Efficacies for Miscellaneous Forcings Tested in GISS Model III

<table>
<thead>
<tr>
<th>Forcing Run Name</th>
<th>Fi</th>
<th>Fa</th>
<th>Fa*</th>
<th>Fs</th>
<th>Fs*</th>
<th>δTs</th>
<th>ET</th>
<th>Ei</th>
<th>Ea</th>
<th>Es</th>
<th>Es*</th>
<th>Fe*</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 × Contrain E3ACT×10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.029</td>
<td>0.033 ± 0.05</td>
<td>-0.003</td>
<td>0.031 ± 0.028</td>
<td>-</td>
<td>-</td>
<td>2.34 ± 2.05</td>
<td>2.26</td>
<td>0.068</td>
</tr>
<tr>
<td>Solar Irradiance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-20% S0 E2S2</td>
<td>-45.28</td>
<td>-45.87</td>
<td>-45.91</td>
<td>-43.20</td>
<td>-1.43</td>
<td>-26.85</td>
<td>1.28</td>
<td>1.26</td>
<td>1.26</td>
<td>1.34</td>
<td>57.98</td>
<td></td>
</tr>
<tr>
<td>-10% S0 E2S1</td>
<td>-22.64</td>
<td>-22.94</td>
<td>-22.69</td>
<td>-22.24</td>
<td>-0.69</td>
<td>-9.51</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
<td>0.92</td>
<td>20.54</td>
<td></td>
</tr>
<tr>
<td>-5% S0 E2S5</td>
<td>-11.32</td>
<td>-11.47</td>
<td>-11.30</td>
<td>-10.85</td>
<td>-0.35</td>
<td>-4.53</td>
<td>0.82</td>
<td>0.85</td>
<td>0.82</td>
<td>0.87</td>
<td>9.78</td>
<td></td>
</tr>
<tr>
<td>-2% S0 E2S0</td>
<td>-4.53</td>
<td>-4.59</td>
<td>-4.61</td>
<td>-4.51</td>
<td>-4.29</td>
<td>0.18</td>
<td>-0.13</td>
<td>-1.93</td>
<td>0.05</td>
<td>0.92</td>
<td>0.91</td>
<td>0.93 ± 0.02</td>
</tr>
<tr>
<td>+2% S0 E2S1</td>
<td>4.53</td>
<td>4.59</td>
<td>4.61</td>
<td>4.52</td>
<td>4.23</td>
<td>0.20</td>
<td>1.04</td>
<td>2.07</td>
<td>0.02</td>
<td>0.99</td>
<td>0.97</td>
<td>0.99 ± 0.01</td>
</tr>
<tr>
<td>+5% S0 E2S5</td>
<td>11.32</td>
<td>11.47</td>
<td>11.51</td>
<td>11.11</td>
<td>10.45</td>
<td>0.33</td>
<td>5.31</td>
<td>1.01</td>
<td>1.00</td>
<td>1.03</td>
<td>1.10</td>
<td>11.47</td>
</tr>
<tr>
<td>Lean’s Change E2S0</td>
<td>0.288</td>
<td>0.299</td>
<td>0.30</td>
<td>-0.319</td>
<td>-0.11</td>
<td>0.86</td>
<td>0.83</td>
<td>-</td>
<td></td>
<td>0.77</td>
<td>0.247</td>
<td></td>
</tr>
<tr>
<td>4 × Lean’s Change E2S0×4</td>
<td>1.15</td>
<td>1.19</td>
<td>1.20</td>
<td>1.16</td>
<td>1.10</td>
<td>0.04</td>
<td>0.51</td>
<td>0.95</td>
<td>0.92</td>
<td>0.95</td>
<td>1.00</td>
<td>1.10</td>
</tr>
</tbody>
</table>

*For Fa*, Fs*, and Fe definitions, see footnotes a, b, and c of Table 1.

### Table 4. Climate Forcings, Responses, and Efficacies for 1880–2000 Changes of Climate Forcing Agents Employed in Transient Simulations With GISS Model III

<table>
<thead>
<tr>
<th>Forcing Run Name</th>
<th>Fi</th>
<th>Fa</th>
<th>Fa*</th>
<th>Fs</th>
<th>Fs*</th>
<th>δTs</th>
<th>ET</th>
<th>Ei</th>
<th>Ea</th>
<th>Es</th>
<th>Es*</th>
<th>Fe*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) W-M GHGs E2GHG</td>
<td>2.52</td>
<td>2.40</td>
<td>2.31</td>
<td>2.55</td>
<td>2.54</td>
<td>0.10</td>
<td>0.14</td>
<td>1.21</td>
<td>± 0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>± 0.02</td>
</tr>
<tr>
<td>(b) H2O E2ch4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.061</td>
<td>0.036 ± 0.01</td>
<td>0.000</td>
<td>0.00</td>
<td>0.027 ± 0.00</td>
<td>1.00</td>
<td>± 0.31</td>
<td>1.62</td>
<td>0.05</td>
</tr>
<tr>
<td>(c) Ozone E2O3</td>
<td>0.438</td>
<td>0.281</td>
<td>—</td>
<td>0.256</td>
<td>0.203 ± 0.12</td>
<td>0.019</td>
<td>0.107 ± 0.02</td>
<td>0.53</td>
<td>0.62</td>
<td>0.90</td>
<td>0.13</td>
<td>1.14</td>
</tr>
<tr>
<td>(d) Land Use E2CRP</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.088</td>
<td>-0.08 ± 0.03</td>
<td>-0.015</td>
<td>-0.042 ± 0.02</td>
<td>—</td>
<td>0.02</td>
<td>± 0.60</td>
<td>1.13</td>
<td>-0.09</td>
</tr>
<tr>
<td>(e) Snow Albedo (BC) E2SN</td>
<td>0.083</td>
<td>0.082</td>
<td>0.082</td>
<td>0.136</td>
<td>0.14</td>
<td>± 0.08</td>
<td>0.026</td>
<td>0.065</td>
<td>± 0.01</td>
<td>1.69</td>
<td>1.71</td>
<td>1.03</td>
</tr>
<tr>
<td>(f) Solar (4 × Lean) E2So4</td>
<td>1.15</td>
<td>1.19</td>
<td>1.20</td>
<td>1.16</td>
<td>1.10</td>
<td>0.04</td>
<td>0.51</td>
<td>0.95</td>
<td>0.92</td>
<td>0.95</td>
<td>1.00</td>
<td>1.10</td>
</tr>
<tr>
<td>0.33 × Pinatubo E2P</td>
<td>-1.09</td>
<td>-1.01</td>
<td>-0.98</td>
<td>-1.04</td>
<td>-0.94 ± 0.23</td>
<td>-0.02</td>
<td>-0.43</td>
<td>0.84</td>
<td>0.91</td>
<td>0.88</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>(g) All Trop. Aerosols E2TRA</td>
<td>-0.41</td>
<td>-0.38</td>
<td>—</td>
<td>-0.52</td>
<td>-1.14</td>
<td>-0.04</td>
<td>-0.28</td>
<td>1.48</td>
<td>1.60</td>
<td>1.14</td>
<td>0.53</td>
<td>-0.60</td>
</tr>
<tr>
<td>(h) + (i) Direct + AIP ClaouE3IE2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-1.39</td>
<td>-1.15</td>
<td>-0.08</td>
<td>-0.64 ± 0.03</td>
<td>—</td>
<td>0.99</td>
<td>± 0.05</td>
<td>1.20</td>
<td>-1.37</td>
</tr>
</tbody>
</table>

*All Forcings* (a + b + c + d + e + 0.25f + g + h)

All Forcings at Once E3A8 | — | — | — | 1.71 | 1.52 | 0.09 | 0.782 ± 0.02 | — | 0.99 | ± 0.02 | 1.11 | 1.69 |

Sum of All Responses | — | — | — | 1.81 | — | 0.856 | — | 1.02 | — | 1.85 |
forcings are combined. An increase in the strength of the stream function argues against the possibility that long-term stratospheric water vapor increase is due to a slowing of the mean circulation, although it would not rule out such an effect on shorter timescales [Zhou et al., 2001]. The stratospheric O₃ depletion of 1979–1997 works the opposite of increasing CO₂, i.e., the O₃ depletion slows the Brewer-Dobson circulation.

### 4.5. Zonal Wind and Sea Level Pressure

Figure 22 shows the change in DJF and JJA zonal winds due to the same set of 18 forcings as in the previous figures. Figure 23 shows the change in DJF sea level pressure for these forcings.

Increasing CO₂ speeds up the zonal mean jet stream winds in both DJF and JJA in both hemispheres. These accelerations extend all the way to the surface at latitudes about 50–60 degrees, and they are accompanied by decreasing polar sea level pressure. At 1.5 × CO₂ the effect is still weak in the Northern Hemisphere and the sea level pressure change is small compared to interannual variability (Figure 17). However, because we have ensembles of long runs, the effect on the zonal wind is significant.

Formal significance is somewhat arbitrary, as the number of independent realizations in a single 100 or 120-year run is not well defined. For many of the individual forcings (those with indicated uncertainty ranges in Tables 1–4), as well as the control runs, the indicated responses are results from an ensemble of five runs. A practical measure of significance can be obtained by examining the sequence of CO₂ changes to see if the feature strengthens as the magnitude of the forcing increases.

The effect on zonal winds is at least as strong for the well-mixed GHGs as it is for 1.5 × CO₂, which has about the same forcing. Ozone change contributes in the same sense to this phenomenon. Indeed, anything that warms the troposphere seems to contribute. This is not surprising as a warming troposphere (and a cooling stratosphere) imply that the equator to pole temperature gradient increases at the jet stream level, because the height of the tropopause decreases from equator to pole. Thus those phenomena that cool the troposphere have an effect in the opposite sense to the effect with warming troposphere.

The fact that the increase in zonal winds extends to the surface at 60S is consistent with the strong warming of the Antarctic Peninsula in recent decades [Turner et al., 2005]. O₃ depletion contributes the most to increased zonal wind and decreased polar sea level pressure in the austral summer (Figures 22 and 23), which is the important season for ice melt. Thus there may tend to be some reduction in the warming effects on the Antarctic Peninsula as O₃ recovers in coming decades. However, the well-mixed GHGs contribute substantially to these effects (Figures 22 and 23), so O₃ recovery may not reverse the temperature trend on the Antarctic Peninsula if well-mixed GHGs

**Figure 20.** Zonal mean temperature and water vapor changes in years 81–120 of coupled model simulations driven by the forcings of Figure 7. The dividing points for the color bars are symmetric about zero with values, from left to right, (1, 2, 5, 10, 15, max), (0.03, 0.1, 0.2, 0.5, 1, max), (0.3, 0.6, 1, 2, 3, max), (0.1, 0.2, 0.5, 1, 2, max).
Figure 21. Zonal mean stream function changes in years 81–120 of coupled model simulations driven by the forcings of Figure 7. The dividing points for the color bars are symmetric about zero with values, from left to right, (0.001, 0.01, 0.1, 1, max).

Figure 22. Zonal mean zonal wind changes in years 81–120 of coupled model simulations driven by the forcings of Figure 7. The dividing points for the color bars are symmetric about zero with values, from left to right, (0.5, 1, 2, 5, 10, 16), (0.1, 0.2, 0.5, 1, 1.5, 3), (0.5, 1, 2, 5, 10, 11), (0.1, 0.2, 0.5, 1, 1.5, 3).
The Pinatubo aerosols cause the Northern Hemisphere winter jet stream to accelerate, as expected and as is consistent with the winter warming that generally follows large tropical volcanic eruptions. However, it should be noted that the changes illustrated are the 81–120 year response to a constant forcing, after a large cooling has developed, unlike the situation for a single volcanic eruption. Thus the illustrated sea level pressure change may not be relevant to an actual volcano.

The modeled changes in sea level pressure and zonal winds that occur as the greenhouse gas forcing increases are consistent with an increasingly positive phase of the Arctic Oscillation [Thompson and Wallace, 1998]. Such a trend was observed in the last few decades of the 20th century, and a strong tendency for such a trend has been reported in some climate models [Shindell et al., 1999b]. On the other hand, when observations are updated to 2004 there remains little evidence for any trend of the Arctic Oscillation [Manney et al., 2005; Overland and Wang, 2005; Cohen and Barlow, 2005]. Examination of the large number of long runs summarized in our present figures leaves no doubt that increasing greenhouse gases tend to decrease the modeled winter sea level pressure over the Arctic Ocean, increase the surface pressure in a subpolar-midlatitude band, and increase the zonal wind in the lower stratosphere and troposphere at latitudes 45–55°N. However, this tendency is weak at 1.5°C2 or current levels of well-mixed greenhouse gases. This suggests that we should expect to see a trend toward the positive phase of the Arctic Oscillation, but natural variability could keep this trend from being very obvious for decades.

### 4.6. Normalized Response

It is natural, in a paper on the efficacy of forcings, to ask whether the spatial patterns of the climate response to different forcing mechanisms become similar if the climate responses are normalized to have the same global mean climate forcing. An indication of this is already provided in Figure 8 for greenhouse gases and in Figure 12 for aerosols, where global maps of ΔTs/Fs are shown.

Figure 24 shows the normalized surface air temperature response, ΔTs/Fs, for all the different forcing mechanisms that we have examined, as well as for the combination of all the forcings. Those forcings that are globally distributed, i.e., the well-mixed GHGs, Pinatubo aerosols, and solar irradiance changes evoke nearly identical normalized responses. Even the aerosol indirect forcings, which are more concentrated in the Northern Hemisphere but include substantial Southern Hemisphere forcing, yield a similar response pattern.

The response to reflective aerosol forcing is larger in the Northern Hemisphere, where most of the aerosols are located, but again the response pattern is quite similar. The response at high latitudes in the Southern Hemisphere, including the sea ice region, is small, but this region is relatively stable to forcings in the current GISS coupled model, perhaps because of excessively deep ocean overturning there, as mentioned in section 2.3 and discussed by Liu et al. [2003].
Absorbing BC aerosols cause a local cooling in their region of heaviest concentration, the region of biomass burning in Africa. Otherwise BC also evokes a global response having much in common with other forcings, albeit with a moderately smaller global efficacy. The efficacy here refers to the fixed SST forcing, $F_s$. The efficacy relative to the standard adjusted forcing, $F_{a}$, differs even more from unity.

The response to CH$_4$-derived stratospheric H$_2$O is spatially noisy, as expected for such a small forcing, although the ensemble mean has reduced the variability. The snow albedo and land use changes, as surface forcing mechanisms, have increased localized responses in the regions where they occur.

The response pattern to “all forcings at once” is similar to that for the well-mixed greenhouse gases. One implication of this is that, as far as surface air temperature is concerned, it is a fairly good approximation to calculate the net effective climate forcing and simply use an appropriate amount of greenhouse gases to yield that net forcing. Another implication is that it will be difficult to use the spatial pattern of observed temperature change to “fingerprint” responsible forcing mechanisms. Of course other characteristics of the climate response, such as the temperature change versus height, are much more indicative of specific forcings.

5. Efficacies of Climate Forcings

We showed in section 4 that there is considerable coherence in the global response to forcings of the same magnitude, so the use of global forcings as a metric to compare and combine climate forcing agents has more relevance than might have been supposed. $F_{a}$ is the standard definition for forcing in the past two IPCC reports, and it seems likely to remain so for some time. However, it is useful to consider other forcing definitions and to multiply the forcings by a factor that “corrects” for the fact that some forcing agents are more effective than others. That factor is $E$, the efficacy of the climate forcing.

Figure 25a shows the global efficacies, $E_{a}$, of various climate forcing agents based on the adjusted forcing, $F_{a}$. $E_{a}$ is the global temperature response per unit forcing for a given forcing agent relative to the response per unit forcing for a standard CO$_2$ forcing from the same initial climate state:

$$E_{a} = \frac{\Delta T_{s}/F_{a}}{\Delta T_{s}(CO_{2})/F_{a}(CO_{2})} \approx \frac{\Delta T_{s}/F_{a}}{0.463^\circ C/(W/m^2)}.$$  \hspace{1cm} (5)

$\Delta T_{s}$ is obtained from the computed global temperature change in years 81–120 of the GISS coupled climate model. The denominator in (5), and thus the $E_{a} = 1$ level, is defined from the 1.5 $\times$ CO$_2$ experiment. This range of CO$_2$ normalizing the efficacy, from 1 $\times$ CO$_2$ to 1.5 $\times$ CO$_2$, is appropriate for analysis of climate change in the past and current centuries, as the CO$_2$ level in 2000 is $\sim$1.27 times the 1880 amount. Although the 1.5 $\times$ CO$_2$ experiment is a single run it falls along the line defined by ensembles of runs for lesser and greater CO$_2$ (Figure 6). The 1.5 $\times$ CO$_2$ forcing yields a 100-year response $\Delta T_{s} = 1.103^\circ C$. $F_{a}$ for 1.5 $\times$ CO$_2$ is 2.39 W/m$^2$ for the WMO tropopause.
Figure 25. Efficacy of various climate forcing agents for producing global temperature change relative to the global temperature change produced by an equal CO$_2$ forcing at today’s CO$_2$ amount (mean for 1 x CO$_2$ to 1.5 x CO$_2$). The effective forcing is the product of the efficacy and the forcing. (a) Uses the standard definition of climate forcing, Fa, the adjusted forcing; (b) uses the fixed SST forcing, Fs. The fact that the different forcing agents cluster closer to the E = 1 line for fixed SST definition of forcing indicates that Fs provides a better measure of expected climate response than does Fa. The positive slope of efficacy curves for changes of solar irradiance or CO$_2$ amount indicates that (in our climate model, with fixed ice sheet area and fixed vegetation distribution) the 100-year climate response becomes more sensitive as the planet becomes warmer. Upturns in the efficacy at very small and very large solar irradiances or CO$_2$ amounts correspond to the snowball Earth and runaway greenhouse effects.
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upward toward negative forcings. Indeed, if the forcing decreases enough to approach the snowball planet instability [Budyko, 1969], the efficacy should increase rapidly with decreasing forcing, an effect that is apparent for the largest decrease of solar irradiance in Figure 25. Evidently for today's atmospheric composition other feedbacks, which include water vapor and clouds, cause the efficacy to increase as the forcing increases. Indeed, a large enough CO₂ increase should cause the efficacy to increase rapidly, as the water vapor feedback eventually causes a run-away greenhouse effect [Ingersoll, 1969].

Efficacy also depends on the timescale over which the forcing is allowed to operate. Some feedbacks have a larger impact as the timescale increases, so the relative importance of different feedbacks changes as the timescale increases. Our emphasis is on the 100-year response with a dynamical ocean, because of its practical application to the issue of human impact on climate as outlined by IPCC [2001]. However, it would be informative to investigate the sea ice, water vapor, cloud, and other feedbacks individually over longer timescales (and over a greater range of forcings), which could be done either via a more efficient version of the present climate model, analogous to the "Wonderland" version used in RFCR, or via use of emerging computer capabilities.

We suggest that a useful characterization of climate models can be obtained from a simple pair of model runs in which the solar irradiance is changed by +2% and −2%. Figure 26 shows the sum of the 100-year responses to +2% and −2% changes of the solar irradiance, which yields a net global warming but cooling at middle and high latitudes in the Northern Hemisphere. Obviously the response to the sum of these forcings applied together is identically zero everywhere. The sum of the responses to 2 × CO₂ and ½ CO₂ (not illustrated here), which are nearly opposite forcings, has cooling in the Northern Hemisphere with a pattern the same as that for the sum of +2% So and −2% So.

But what causes the asymmetric response to positive and negative forcings? One candidate is the timescale of the forcing. The asymmetry of the global mean response is a reflection of the positive slope of the efficacy versus forcing plot, Figure 25. A positive slope, we have noted, could occur if an increasing strength of the water vapor and cloud feedbacks more than offsets the expected decrease of the sea ice feedback as the planet moves to a warmer state. However, a negative forcing, which cools the ocean surface, may cause deeper ocean mixing and a longer climate response time. The coupled model run of Figure 26a should be extended longer to check this effect better, but an indication is provided by the equilibrium response with the Q-flux ocean, Figure 26b. Indeed, the similar magnitude of the global mean responses for positive and negative forcings suggests that the increasing (global mean) efficacy with increasing forcing may be mainly a timescale effect. The spatial pattern of the temperature change for the sum of the two forcings suggests that the water vapor feedback is increasing and the sea ice feedback is decreasing as the climate passes through the mean (control run) climate.

We infer that the present state of the climate system, at least as represented by our climate model, is in a rather flat region of the efficacy diagram. In that case, and assuming that this flat region of the efficacy diagram represents a minimum between the snowball Earth and runaway greenhouse effect, it is likely that the sensitivity will increase if global temperature increases substantially. We note, however, that prior GISS climate models between model II [Hansen et al., 1983] and SI2000 [Hansen et al., 2002] were more sensitive to a negative forcing than to a positive forcing, as the sea ice feedback was stronger in those models. It is desirable to have a thorough investigation of the factors that determine the present model’s sensitivity and to compare these with other models and relevant data.

The dependence of efficacy on the magnitude of forcing indicated by Figure 25 is derived from a model in which sea ice, water vapor and cloud forcings are allowed to operate, but ice sheet and vegetation distributions are constant. The fixed ice sheet area is not a serious limitation for the 100-year (or shorter) timescales. However, the equilibrium (or long-term) efficacy must depend strongly
on the ice sheets, which provide the strongest feedback on 10,000–100,000 year timescales [Hansen et al., 1983]. The vegetation distribution, which can be a feedback on a broad range of timescales, is also fixed in our present model. Vegetation can respond quickly to climate change and have a large effect on regional climate, but it is unlikely that dynamic vegetation would alter qualitatively the intercomparison below of the relative efficacies of different forcing mechanisms. Finally, the carbon cycle provides important feedbacks on a broad range of timescales, especially via atmospheric composition, but this is not relevant to our graphs of efficacy, as we use atmospheric composition as the independent variable.

[162] The efficacy diagram extended over a large range of forcings should have vertical upturns at both the small forcing and large forcing ends, corresponding to the snowball planet and runaway greenhouse instabilities. Indeed, the snowball earth instability is evident for $-20\%$ So and there is a hint of the runaway greenhouse at $8 \times \text{CO}_2$. The upturns are expected to be sharper and to occur at smaller forcings for longer timescales. Numerical problems in model parameterizations have hindered more complete exploration of the extremes of the efficacy diagram.

[163] Pleistocene climate variations may create an impression that the Earth’s climate is more stable as it heads toward warmer conditions. However, Figure 25 suggests that, on the contrary, the Earth is now in a region of the efficacy diagram in which the climate sensitivity is rather flat with increasing global temperature. Moreover, the sensitivity is likely to increase if the planet becomes significantly warmer.

[164] We note one further implication of Figure 25. When the effectiveness of other forcing mechanisms is compared with that of a CO$_2$ change, the comparison should be made not only for the same magnitude and sign of the climate forcing, but also from the same base climate state. These conditions are easiest to meet if the same control run is used for all forcings.

### 5.2. Efficacy of Non-CO$_2$ Greenhouse Gases

[165] Our calculations indicate that CH$_4$, N$_2$O, and CFCs are more effective at producing climate change than is CO$_2$ for the same magnitude of climate forcing. The uncertainty in the efficacy is less than the uncertainty in the absolute values of the CH$_4$ and CO$_2$ forcings, as their different efficacies are a result of the spatial distribution of the constituents and the spectral distribution of their absorptions.

[166] One source of uncertainty in the efficacies is the noise (unforced variability) in the coupled climate model response to the forcings. We quantify this uncertainty via multiple model runs from different ocean initial conditions. Another factor influencing the calculated efficacies is the definition of tropopause height. We employ the WMO [1957] definition of tropopause discussed in section 3, which in our model goes from $\sim 100$ hPa in the tropics to $\sim 200$ hPa from middle to high latitudes. If we instead choose a lower tropopause (larger pressure), the forcing (F$_a'$) is less than F$_a$, but the decrease is smaller for CO$_2$ than for the other greenhouse gases. For example, with the tropopause employed by Hansen et al. [2002], which goes to 300 hPa at the poles, the forcing by CO$_2$ decreases by $\sim 1\%$, while the forcings by CH$_4$, N$_2$O and the CFCs decrease by $\sim 9\%$, 6\% and 3\%, respectively. Thus use of F$_a'$ would make the efficacies of the non-CO$_2$ gases even larger relative to CO$_2$.

[167] One reason that CH$_4$, N$_2$O, and CFCs are more effective than CO$_2$ at producing climate change is that a greater percentage of the CO$_2$ forcing comes from high altitudes, where forcings are known to have much smaller efficacies (RFCR). Our present 20-layer model does a good job of simulating the temperature structure throughout the troposphere and stratosphere (Figure 17) from first principles, so we expect it to represent this effect well. CO$_2$ is well-mixed in our model throughout the stratosphere while CH$_4$ decreases with height in the stratosphere and changes with latitude based on observations of Minschwaner et al. [1998]. The portion of the CO$_2$ forcing located in the stratosphere is less effective than an equal forcing in the troposphere (RFCR). This vertical distribution effect can account for several percent change of efficacy (RFCR).

[168] Another difference among the forcings is the spectral location of their absorption. Gases whose absorption overlaps strongly with H$_2$O, as is the case for CO$_2$, become relatively less effective as the temperature and absolute humidity increase. The detailed spectral integrations in the radiation treatment of model III should provide a good representation of differences in forcing effectiveness due to spectral location for the primary greenhouse gases. However, CFCs are assumed to be narrow-band absorptions without significant overlap with the primary GHGs. This must partially account for the greater efficacy of the CFC forcing. (This absence of overlap may also cause some overestimate of the CFC forcing in our model.) Still another difference among these forcings is that CO$_2$ more strongly cools the stratosphere, thus providing a small negative feedback by reducing stratospheric water vapor, or at least reducing the H$_2$O increase that would otherwise occur because of tropospheric warming.

[169] We are unaware of other factors that would have a significant effect on the relative efficacies of these gases. Thus we believe that the efficacies of non-CO$_2$ gases in Figure 25 are reasonable. However, it is important to have independent evaluations based on other climate models that realistically simulate stratospheric climate and accurately treat overlapping gaseous absorption.

[170] We anticipate that variations in efficacy should diminish if we employ Fs or Fg, rather than F$_a$, because F$_s$ and F$_g$ allows some feedbacks, such as semi-direct cloud changes (RFCR), to operate before the flux change is computed. Table 1 and Figure 25 confirm that the efficacy is closer to unity when the forcing is defined by Fs rather than F$_a$.

[171] Note that Fs “works better” than F$_a$ especially for realistic moderate changes of the forcings, but it has little effect on the efficacy for 10 or 20% solar constant changes. This is as expected. The improvements that occur for BC, CFC or O$_3$ are a result of the tropospheric temperature profile being allowed to adjust and thus to yield a more realistic flux perturbation for the given forcing. However, the changes in efficacy as solar perturbations become large are primarily a consequence of non-linear responses of climate feedbacks, such as sea ice cover or atmospheric water vapor. These non-linear response are an inherent part.
of the climate model, and presumably of the real world. It would be possible to “divide out” much of this non-linearity, if we were to normalize the efficacy by dividing by the variable CO₂ forcing rather than the 1 × CO₂ to 1.5 × CO₂ forcing, but that would introduce another source of noise and make results less transparent.

5.3. Efficacy of Black Carbon

[172] Absorbing aerosols are one of the climate forcing mechanisms for which the radiative forcing is not always indicative of the climate response (RFCR). In other words the efficacy can be much different than unity for absorbing aerosols. For example, we find \( E_a = 0.58 \) and 0.78 (Table 2) for biomass burning and industrial (fossil fuel) BC aerosols, respectively, using the spatial distributions of these aerosols produced by the aerosol transport modeling of Koch [2001]. The actual vertical and horizontal distributions of BC aerosols are poorly known. Therefore a more general understanding of the efficacy of the climate forcing by BC aerosols would be useful.

[173] Figure 27a and Table 2 show the results of eight 120-year climate simulations in which BC aerosols were placed in each of the lowest eight layers of the GISS model, one layer at a time. In each case BC was distributed uniformly over the globe with optical depth 0.0125 at visible wavelengths. The instantaneous and adjusted forcings, \( F_i \) and \( F_a \), are practically equal, both increasing from about 0.4 W/m² when the BC is in the lowest layer to more than 2 W/m² when BC is in the upper troposphere.

[174] The global warming in response to the uniform BC distribution is close to 1°C when BC is in the planetary boundary layer (PBL), i.e., in one of the lowest three model layers, and it is about 0.3°C when BC is in the free troposphere. As a result, the efficacy, \( E_a \), decreases drastically as the BC is moved higher into the atmosphere. In the lowest model layer \( E_a \sim 5 \), and in all three of the layers beneath the 900 hPa level \( E_a \gtrsim 2 \). In the free troposphere \( E_a \sim 0.5 \), and \( E_a \) is even less in the upper troposphere. \( E_a \) is entirely misleading as a predictor of climate response, as has been noted previously [RFCR; Cook and Highwood, 2004].

[175] The large change of \( E_a \) with height for BC aerosols is due in part to the “semi-direct” effect of absorbing aerosols on cloud cover (RFCR). Heating of the layer containing the aerosols reduces the cloud cover within that layer, but, because the heating inhibits convection from the layer below, it increases cloud cover in the lower layer. The reality of a semi-direct effect on cloud cover has been verified by observations [Ackerman et al., 2000] and large-eddy simulations of marine stratocumulus clouds [Johnson et al., 2004]. Johnson [2005], using a single column model, finds that the cloud schemes in some GCMs substantially underestimate the semi-direct effect. The realism of the simulated semi-direct effect depends on the realism of the simulated profile of low clouds, including their dependence on atmospheric stability, and on the realism of the simulated profile of BC. The GISS model includes a prognostic cloud water scheme based on cloud thickness [Del Genio et al., 2005; Schmidt et al., 2005]. Model III parameterizes boundary layer turbulence and uses an improved second order closure model to represent turbulence throughout the troposphere [Cheng et al., 2002], achieving a more realistic profile of low clouds than previous GISS models. We believe that the present model provides a meaningful estimate of BC climate effects, but comparisons with more detailed models and observations are needed.

[176] Figure 27a also includes results of 100-year \( F_s \) runs for BC aerosols placed individually in each of the lowest eight model layers. \( F_s \) differs greatly from \( F_a \). Unlike \( F_a \), \( F_s \) provides a good prediction of the global temperature change, i.e., the efficacy \( E_s \) is near unity.

[177] Figure 27b and Table 2 show the 81–120 year climate response when BC industrial and BC biomass aerosols are placed entirely in level 2 or in level 5, in both cases using the geographical distribution of aerosols from
the transport model of Koch [2001]. In other words, these simulations allow us to test the sensitivity of the results to the height of the aerosols with a fixed realistic geographic distribution of aerosols.

[178] We conclude that, if the BC aerosols are entirely above the PBL (in the 700–800 hPa) region, the global warming is not much (about 20%) less than it is with the BC vertical distribution from Koch’s modeling. On the other hand, if the BC aerosols are in the PBL, the global warming is 50–100% larger than with Koch’s vertical distribution. Koch [2001] notes that her aerosols are distributed rather high in the atmosphere relative to meager available observations. If the actual BC vertical distribution has a greater proportion of aerosols in the PBL than in Koch’s model, then we have probably underestimated the climate effect of the BC aerosols and their efficacy. It is safe to say that the Koch vertical distribution does not over-estimate the BC forcing and efficacy, because the result is close to what it would be with all of the BC in the middle to upper troposphere, where it is least effective as a forcing.

[179] Roberts and Jones [2004] recently reported results of calculations using the Hadley Centre climate model for climate sensitivity to fossil fuel black carbon. They obtained a climate sensitivity of 0.56°C per W/m² for BC versus 0.91°C per W/m² for CO₂. Thus their fossil fuel BC efficacy, ~62%, is less than the efficacy of 79% that we find for fossil fuel BC. Roberts and Jones [2004] note that the vertical distribution of BC in their model may be weighted too much toward higher altitudes, which would reduce their net efficacy. However, a qualitatively similar statement may apply to the vertical distribution of BC in our model. Cook and Highwood [2004], using a simplified general circulation model in idealized situations, obtain an efficacy versus aerosol height comparable to that in our model. As discussed by Johnson [2005], it will be necessary to evaluate the ability of each GCM to simulate low level clouds and the sensitivity of cloud cover to aerosol heating in order to determine the realism of the model estimates of the aerosol forcing efficacy.

[180] BC aerosols reduce the flux of solar radiation reaching the surface and can cause regional cooling, as seen in regions of biomass burning in Africa and industrial BC in India (Figure 27b). However, on global average BC causes substantial warming of surface air. Biomass BC is less effective at causing warming than fossil fuel BC, because the biomass BC is more heavily weighted toward low latitudes where the efficacy is less (RFCR), and because biomass BC on the average is at greater altitudes where its efficacy is less (Figure 27a).

6. Effective Climate Forcings

[181] The product of a forcing and its efficacy is the effective forcing,

\[
Fe = EaFa = \frac{\Delta T_s}{0.463\,\text{C}/(W/m^2)}.
\]  

(7)

where the indicated specific numerical relation is valid for the model III version of GISS modelE. The efficacy, defined as the ability (relative to CO₂) of a given forcing (per unit forcing) to produce global temperature change (equation (5)), is defined for other forcing definitions via

\[
Fe = EaFa = EsFs = EiFi.
\]  

(8)

Use of the effective forcing has the merit of allowing use of a mixture of different forcing definitions, when that is necessary. Of course the primary burden in obtaining the efficacy is the need to compute \(\Delta T_s\) via 120-year climate simulations. However, once the efficacy of a given forcing agent is known, it does not need to be recomputed for alternative values of the forcing far from the extremes of snowball Earth or runaway greenhouse effect.

[182] Consideration of the efficacy of climate forcings and indirect climate forcings can alter the relative importance of different climate forcing agents. In section 8.1 we show alternative presentations of climate forcings in the industrial era to illustrate the impact of efficacy and indirect effects. We also discuss the question of which forcing definition is most appropriate for use in policy considerations about long-term climate change. First, however, we must clarify our use of the terms forcings, indirect forcings, and climate feedbacks.

[183] Distinctions among forcings, indirect forcings, and climate feedbacks need not be rigid. Flexibility can help improve and quantify understanding of climate change mechanisms. It places a burden on the practitioner to make the usage clear, but that is not difficult. We illustrate with a few examples.

6.1. Alternative Forcing Definitions

[184] It is useful to consider alternative definitions of climate forcings, such as Fi, Fa, Fg, and Fs, each of which has merits and disadvantages. Fi is a true forcing, because climate is fixed while Fi is calculated. However, in some cases it is unrepresentative of the climate response, i.e., \(E_i\) is far from unity, perhaps even negative. Besides, if one is interested in the response to climate forcings that remain present for years, the instantaneous energy flux is less relevant than the flux perturbation that quickly comes into being as a result of fast adjustment processes. It is for this reason that Fa “works better,” in the sense of providing a better indication of the expected climate response, and therefore it has become the standard forcing definition [IPCC, 2001]. Fi and Fa depend upon how the tropopause is defined. Fs, and presumably Fg, usually “work better” than Fi or Fa and they are independent of the tropopause, but Fg requires programming effort and Fs and Fg require more computing time than Fi and Fa. For the sake of interpreting climate responses to forcings, and for comparing results among different investigators, it would be valuable for researchers to report the values of as many of these forcings as practical.

[185] We suggest that multiple forcing definitions have merit, and there is no need to be apologetic about any of the definitions. However it is important to make clear which forcing definition is being used, and to recognize the implications about which feedback mechanisms are included. For example, because the tropospheric temperature and cloud cover adjust to the presence of the forcing agent in the cases of Fs and Fg, these forcing definitions include the “semi-direct” effect of absorbing aerosols on clouds...
6.3. Indirect Climate Forcings

[RFCR; Johnson et al., 2004] as part of the forcing, while \( F_i \) and \( F_a \) do not include the semi-direct effect. \( F_s \) and \( F_g \) may show greater “model-dependence” than \( F_i \) and \( F_a \), because they involve much more “physics” than radiation. Thus, if different models calculate and report several of the forcings, it will be easier to analyze reasons for differences among climate responses.

6.2. Climate Feedbacks

[186] Climate mechanisms can be feedbacks on some timescales while being forcings on other timescales. The area of ice sheets is a climate feedback on millennial timescales, while it is a fixed boundary condition on short timescales. If we compare eras with different ice sheet areas, e.g., glacial and interglacial times, the change in ice sheet area is a forcing. The concept of ice sheets as a forcing has proved useful for empirically inferring the climate sensitivity relevant to century and shorter timescales [Hansen et al., 1984, 1993; Hoffert and Covey, 1992]. The empirical climate sensitivity inferred in this way is a function of all fast feedbacks in the climate system, such as changes of sea ice, clouds and water vapor. Recently a number of models seem to have converged on a sensitivity [Kerr, 2004] comparable to that inferred from paleoclimate data (~3°C for doubled \( \text{CO}_2 \)). By itself this result might indicate only that the models are using similar methods, as the feedback processes are highly parameterized and remain difficult to simulate with accuracy and confidence. However, the paleoclimate data naturally incorporate all relevant processes, so it is reassuring that the theoretical and empirical approaches yield similar results.

[187] Lea [2004] infers an empirical tropical climate sensitivity of 4.4–5.6°C for doubled \( \text{CO}_2 \) from paleoclimate data. This result is consistent with our inference of a global sensitivity of ~3°C, because Lea includes the effect of ice sheet changes as a feedback. As shown by climate simulations with ice sheets removed [Hansen et al., 1984], as well as by our simulations in this paper for regional forcings such as tropospheric aerosols, non-tropical forcings yield a substantial tropical response (more than half as large as the tropical response to a globally uniform forcing of the same global mean value). The ~3°C sensitivity that we derive includes only the fast feedback processes (water vapor, clouds, sea ice) that are allowed to operate in our model, consistent with the common definition of climate sensitivity relevant to anthropogenic climate effects [Charney, 1979; IPCC, 2001].

6.3. Indirect Climate Forcings

[188] There is flexibility in the degree to which indirect forcings are associated with primary climate forcing mechanisms, and there is merit in alternative choices. The climate forcing associated with each of the measured or estimated changes of atmospheric composition or boundary conditions over a given period, say the industrial era, provides basic data. However, it is useful to also associate indirect effects with primary forcing mechanisms. For example, the increase of stratospheric \( \text{H}_2\text{O} \) that accompanies increased \( \text{CH}_4 \) was examined above. This effect is well understood, confirmed by observations, and thus it is appropriately included as part of the total (direct plus indirect) \( \text{CH}_4 \) climate forcing. The total forcing is a relevant metric for evaluating strategies aimed at reducing human-made climate effects.

[189] How far should we go in assigning indirect effects? Results of Stuber et al. [2005] imply that it makes sense to include even some second generation indirect effect in a total forcing, an example being the change of stratospheric \( \text{O}_3 \) and, subsequently, stratospheric \( \text{H}_2\text{O} \) as a net effect of solar irradiance variations. A practical answer is to include only those indirect effects that are large enough to be significant (relative to the primary forcings, e.g., they should show up in a bar graph of all the forcings) and that can be calculated with a reasonable degree of confidence.

7. Applications

[190] We estimate the efficacy of two non-\( \text{CO}_2 \) forcings: methane and soot. Besides \( \text{CO}_2 \), methane and soot are potentially the largest global anthropogenic forcings, although estimates of the soot forcing have varied widely [Ramaswamy et al., 2001; Hansen et al., 2000; Jacobson, 2001; Penner, 2001; Penner et al., 2003]. We define soot as the carbonaceous aerosol product of fossil fuel and biomass burning, including BC and OC, with the distinction between BC and OC made on the basis of optical properties [Chylek et al., 2003; Hansen et al., 2004].

7.1. Methane

7.1.1. Direct \( \text{CH}_4 \) Forcing

[191] The direct \( \text{CH}_4 \) forcing based on the analytic relationship of Hansen et al. [2000] is \( F_a = 0.59 \text{ W/m}^2 \) for the change from pre-anthropogenic amount (650 ppb [Petit et al., 1999]) to 2000 (1752 ppb), \( F_a = 0.55 \text{ W/m}^2 \) for the change from 1750 (700 ppb) to 2000, and \( F_a = 0.46 \text{ W/m}^2 \) for the change from 1880 (837 ppb) to 2000. Our calculated \( F_a \) for 1750–2000 is about 15% larger than the IPCC estimate [Ramaswamy et al., 2001] of \( F_a = 0.48 \text{ W/m}^2 \) for the period 1750–1998, but it is smaller than the \( \text{CH}_4 \) forcing obtained by Jain et al. [2000] from narrow-band radiation calculations using the \( \text{CH}_4 \) global distribution measured by satellite. Jain et al. [2000] obtained \( F_a = 0.601 \text{ W/m}^2 \) for the period 1750–1992, which increases to 0.62 \( \text{ W/m}^2 \) for the 1750–2000 period. However, they suggest that their narrow-band calculations could be an over-estimate by 11%, which would reduce their 1750–2000 forcing to \( F_a = 0.55 \text{ W/m}^2 \). Thus their reduced forcing is in close agreement with our estimate.

[192] The variation in estimated forcings among different models arises not only from imprecision in the radiation schemes. The results also depend on the manner in which a global mean is calculated and how the tropopause is defined. We use the clouds, water vapor and other climate variables saved from a control run of model III, allow one year for the stratospheric temperature to adjust to the presence of the forcing agent, and then integrate another year to obtain the annual global flux change at the top of the atmosphere (\( F_a \)). As mentioned in section 3, we use the WMO tropopause definition, as available at the web site given in section 3. If, instead, we use the fixed tropopause level specified by Hansen et al. [2002], which declines from 100 hPa at low latitudes to 300 hPa at the pole, \( F_a \) decreases by about 9%. Thus with this prior definition of the tropo-
pause, the efficacy of CH₄ as a forcing would have been even higher, of the order of ~120%.

[193] The absorption coefficients determining the CH₄ climate forcing in the present GISS GCM, the model III version of modelI [Schmidt et al., 2005], were chosen to match the forcing specified by the relationships in Table 1 of Hansen et al. [2000], which has been employed for the past several years in GISS models. However, these forcings do not necessarily achieve the potential accuracy of the current GISS radiation scheme in model III [Lacis and Oinas, 1991; Schmidt et al., 2005], which utilizes 15 non-contiguous spectral intervals to model overlapping cloud, aerosol and gaseous absorption of solar radiation and 33 correlated k-intervals from non-contiguous spectral regions for long-wave radiation. The coefficients in this current radiation scheme need to be “tuned” to fit the best possible line-by-line calculations, a procedure that will be carried out over the next year or two. For our present discussion, i.e., section 7.1, except where specified otherwise, we employ the Fa relationship of Hansen et al. [2000]. We estimate, partly subjectively, the 1σ uncertainty in Fa (CH₄) as being of the order of 10%.

[194] We conclude from our present study that the efficacy of the direct CH₄ forcing is $E_a \approx 110 \pm 2\%$, where the indicated uncertainty is the 1σ variation in our ensemble of climate model runs (Table 1). Thus the effective CH₄ forcing for the period 1750–2000 is ~0.6 W/m² for the CH₄ direct effect alone. This direct CH₄ forcing is ~40% of the CO₂ forcing for the same period.

7.1.2. Indirect CH₄ Effect via Stratospheric H₂O

[195] Figure 9 indicates that the 20-layer model with model top above the stratosphere (Figure 1) does a reasonable job of simulating the H₂O produced by oxidation of CH₄. The model’s vertical resolution is sufficient to do a good job of simulating the thermal structure of the stratosphere (Figure 17), and thus the model should be able to calculate accurately the radiative impact of the added H₂O.

[196] We found (Figure 9) that CH₄ oxidation causes little water vapor increase near the tropopause, where an added greenhouse gas would be effective at influencing surface temperature (RFCR). As a result, the forcing Fs due to CH₄-derived H₂O is only 0.11 W/m² for the CH₄ increase from no CH₄ to year 2000 CH₄, 0.07 W/m² for 1750–2000, and 0.06 W/m² for 1880–2000. These Fs values are also the effective forcings, as five 120-year model runs yielded $E_s = 0.96 \pm 0.31$, not significantly different than unity (Table 1). Thus the CH₄-derived H₂O forcing is small, increasing the direct CH₄ forcing by ~10%.

7.1.3. Indirect CH₄ Effect via Tropospheric O₃

[197] A larger indirect effect of increasing CH₄ occurs via tropospheric O₃. Prather and Ehhalt [2001] in IPCC [2001] credit ~45% of the anthropogenic tropospheric O₃ forcing to CH₄. Given the tropospheric O₃ forcing $F_a \approx 0.34$ W/m² (section 3.1.4) [IPCC, 2001], we estimate the CH₄ indirect effect via O₃ as ~0.15 W/m².

[198] We found a tropospheric O₃ efficacy of 82% (Table 1). Thus the effective forcing due to the indirect effect of CH₄ on tropospheric O₃ is ~0.13 W/m².

7.1.4. Direct Plus Indirect CH₄ Effective Forcing

[199] Our estimate for the 1750–2000 direct effective forcing by CH₄ is ~0.60 W/m². The effective indirect forcings via stratospheric H₂O and tropospheric O₃ are ~0.07 W/m² and ~0.13 W/m², respectively. Thus the total effective CH₄ forcing is ~0.80 W/m². Given that the direct forcing (Fa) of CH₄ is 0.55 W/m², this implies an overall, direct plus indirect, efficacy of ~145%. The direct plus indirect CH₄ effective forcing for 1750–2000 is thus ~50% of the CO₂ forcing.

7.2. Soot

[200] We define soot as the carbonaceous aerosol product of incomplete combustion, including both BC and OC components. Soot climate forcing is very uncertain, because it comprises four terms, two being positive and two being negative. The positive terms are the direct forcing by BC aerosols and the snow albedo effect of soot. The negative terms are the direct effect of OC aerosols and the indirect effect on clouds of both BC and OC. Each term is uncertain by a factor of two or more. Measurements are inadequate in all cases, but the snow albedo and indirect aerosol effects are particularly poorly constrained. Nevertheless, we hazard a strawman estimate:

[201] We calculate a fossil fuel BC (BCI) forcing $F_a = +0.49$ W/m² and an efficacy $E_a = 78\%$. Efficiencies, of course, include the semi-direct effect and all climate feedbacks, as they are inferred from 120-year climate simulations. The effective forcing for BCI is thus +0.38 W/m² for the change of BCI between 1850 and 2000. Our climate model simulations for OCI yield $F_a = -0.13$ W/m², $E_a \approx 100\%$, but the division of OC between OCI and OCB in our model is from aerosol transport model results [Koch, 2001] that assumed emission OC/BC ratios of 4 for fossil fuel (industrial) emissions and 7.9 for biomass burning emissions. In part because this assumed OC/BC ratio is intended to account for secondary OC formation (which is primarily of natural origin), it assigns a higher proportion of the OC to fossil fuels than estimated by most researchers. Thus as our partly subjective estimate for the effective forcing by fossil fuel OCI we take ~0.10 W/m².

[202] Any estimate of uncertainties is necessarily partly subjective. A formal error analysis including emissions uncertainties and the multiple steps in forcing computations would yield a large uncertainty. However, there are empirical constraints such as the AERONET observations analyzed by Sato et al. [2003]. Contrary to the claim of Reddy et al. [2005], Sato et al. [2003] did not filter the AERONET data with single scatter albedo retrievals. The Sato et al. [2003] analysis was performed on $r_{absorption}$ specifically to avoid such problems and it incorporated all values of $r_{absorption}$. Our partly subjective 1σ error estimate for BCI is ±33% for BCI and ±50% for OCI direct forcings.

[203] The soot effect on snow albedo is poorly constrained. HN cite various observations in support of their estimate of 0.17 W/m². We take 0.15 W/m² as our central estimate and divide this 0.10 W/m² for fossil fuel soot and 0.05 W/m² for biomass burning. This subdivision is based in part on tracer transport calculations [Koch and Hansen, 2005] in which the sources of soot deposited in the Arctic and other regions were tracked. We take the efficacy of this forcing as 170%, although, as discussed above, it could be higher if the BC effect on sea ice albedo is closer to that assumed by Hansen and Nazarenko [2004]. Our subjective 1σ error estimate is ±65%.
We have argued on several grounds that the total aerosol indirect effect is of the order of $-1 \text{ W/m}^2$ and that most of this is via $\text{AIE}_{\text{ChlC}}$, i.e., cloud cover change. We show elsewhere [Hansen et al., 2005] that an aerosol indirect forcing of this amount yields reasonable agreement with observed climate change. The question is: how much of this indirect forcing should be "credited" to soot? On the one hand, fresh soot is not very hydrophilic and thus not a prime condensation nuclei for cloud drops. On the other hand, after hours or days, soot tends to become coated with acids and thus to become more hydrophilic. Clarke et al. [1997] has found cases in which most aerosols include a soot core.

Lohmann et al. [2000] suggest that the sulfate indirect effect could be small compared with the soot indirect effect, especially when they assume external mixing. This is at least in part a result of the assumed particle sizes, 0.01 $\mu$m for BC, 0.02 $\mu$m for OC, and 0.07 $\mu$m for sulfate, which results in relatively few sulfate particles. Also, the contribution of soot to the net indirect effect may be reduced via the suggested soot particle glaciation indirect effect that reduces mid-level clouds [Lohmann, 2002].

Our forcing estimate assigns 50% of the aerosol indirect effect to soot, with 20% being fossil fuel soot and 30% biomass burning soot. The larger portion for biomass is because most emission estimates have larger amounts for biomass than for industrial sources, and, unlike the case for snow albedo, the predominance of biomass aerosols in tropical regions is not a reason to downgrade their contribution. It can be argued that the proportion of the indirect aerosol effect we have assigned to soot is too large, as we have neglected the contribution of anthropogenic soil dust. Our neglect of anthropogenic soil dust is another reason to think that we have not underestimated the soot indirect effect. However, recent estimates [Tegen et al., 2004; Miller et al., 2004] suggest that the anthropogenic portion of soil dust is moderate, perhaps less than 10%. Our subjective 1$\sigma$ error estimate for the soot indirect effect is $\pm 50\%$ of the estimated values.

Table 5 summarizes our forcing estimates. The central estimate for the fossil fuel soot effective forcing is $+0.25 \text{ W/m}^2$, which is 17% of the CO$_2$ forcing for the same 1850–2000 period. The estimated 1$\sigma$ uncertainty, $\pm 0.20 \text{ W/m}^2$, indicates that the fossil fuel soot forcing is probably in the range between 0.05 and 0.45 W/m$^2$, corresponding to 3–30% of the CO$_2$ forcing. The same uncertainty estimate implies that it is highly likely, but not certain, that the net fossil fuel soot forcing is positive, i.e., that it contributes to global warming. Biomass burning soot, on the other hand, almost certainly yields a negative forcing, i.e., it has a net cooling effect, as concluded by others [Penner et al., 1992; Jacobson, 2004]. We refer here only to the aerosol products of biomass burning. Gaseous products of biomass burning probably cause a positive forcing [Jacobson, 2004], but steady state biomass burning should not have much effect on atmospheric gaseous composition.

The calculations in Table 5 refer to an estimated average OC/BC ratio. Some fossil fuel sources of soot have a much lower OC/BC ratio [Bond et al., 2004; Novakov et al., 2005]. Sources with low OC/BC offer a greater potential to reduce global warming than suggested by Table 5.

### 8. Discussion

We summarize here several inferences from the climate simulations. We encourage other uses of these systematic simulations, which are available at http://www.giss.nasa.gov/data/efficacy.

#### 8.1. Climate Forcing and Effective Climate Forcing

Inevitably a variety of definitions of climate forcing will be employed. That is not a problem, provided the definition is stated clearly. Interpretation of climate change studies and intercomparisons will be aided if forcings are calculated and reported for more than one forcing definition. Several forcing definitions have merit. Fa, the standard definition, is close to being a pure forcing and requires little computational effort. Fs and Fg are independent of tropopause definition and provide better indications of the climate response, although we have not been able to verify Fg results with the GISS climate model. The disadvantage of Fs and Fg is that they require model climate runs of at least several years. Fs can be readily computed for all forcing mechanisms, and it is easy to assure that the same prescription is used in different climate models. Fs* is usually a good approximation of Fs, as shown by Tables 1–4, where Fs* uses 10-year coupled model simulations with fixed forcing for regression of the top-of-atmosphere flux to $\Delta T_S = 0$. Table 4 shows that for practical purposes, at least for climate forcings agents of the past century, the a priori fixed SST forcing, Fs, which we defined via equation (1), serves to quantify the forcing agents of interest almost as well as the a posteriori effective climate forcing Fe. Because Fs is straightforward to compute, it is easy to assure consistency if it is applied among different climate models. Thus we suggest that Fs may provide a useful tool for comparing results of different models, as well as for analysis of climate change simulations of a given model. If Fs were computed, preferably for individual forcings as well as all forcings operating together, and made available along with results of climate simulations, it would be much more feasible to analyze and compare results from different climate models.

The effective climate forcing, Fe, the product of a forcing and its efficacy, can be used for more refined simulations, which are available at http://www.giss.nasa.gov/data/efficacy.
assessment of climate change mechanisms. There is merit in
displaying alternative organizations of the effective forcings. At the most basic level the forcings are based on the
measured or inferred changes of atmospheric composition,
surface properties, and solar irradiance. At a second level
some forcings are rearranged to associate indirect effects
with a root cause. For example, that portion of the O₃
increase due to increased CH₄ should be associated with
CH₄, and aerosol indirect effects might be apportioned
among the different aerosols. A third breakdown would be
in terms of emission sources, with the multiple emissions
from a given source grouped together. Such successive
levels of forcing assignment are necessarily approximate
because of nonlinearities in combining different sources, but
such estimates are needed for policy considerations.

Figure 28 provides an example of the influence of
“efficacies” on estimated climate forcings and the effect of
grouping of forcings with major indirect effects. Figure 28a
is a “plausible estimate” of forcings for the period 1750–2000 based as much as possible on measured composition
changes. The reflective aerosol forcing is less than that in
Table 2, in accord with recent simulations with the GISS
aerosol transport model that yield smaller sulfate negative
forcings (D. Koch, private communication, 2004). The
0.8 W/m² for BC, the same as in
Hansen et al. [2002], is
assumed to be 0.5 W/m² from fossil fuels, 0.2 W/m² from
biomass burning, and 0.1 W/m² from snow albedo change.
The land-use forcing is larger for 1750–2000 than that for
1880–2000 (Table 3). The net climate forcing in Figure 28a
is 1.76 W/m².

Figure 28b shows the effective forcings, i.e., after
multiplication by efficacies. The total effective forcing,
1.82 W/m², is practically unchanged by the efficacies as
some forcings increased and others decreased. Figure 28b
also groups some indirect effects. Figure 28b does a better
job than Figure 28a of making clear the practical significance of different forcing mechanisms. CH₄ is shown to be a major
positive (warming) forcing, while the net forcing by soot is
much smaller than the positive component from the direct
BC effect. Figure 28b makes clear that CH₄, not soot, is the
second largest contributor to global warming. However, in
interpreting the importance of soot as a climate forcing, bear
in mind that one source of soot can provide a very different
net forcing than another source, as discussed below.

Which climate forcing definition is most appropriate
for use in policy discussions about long-term climate
change? As we move along the chain from Fi to Fe, we
expect the forcing to provide a better and better indication
of the climate impact of the forcing. However, the further
we go along that chain the more feedbacks and thus the
more model dependence we have introduced; also the
computational burden increases. A practical criterion might
be when we have reached a point such that the forcing is not
qualitatively misleading about the climate impact and the
quantitative result is within the range of other uncertainties,
for example, uncertainties due to model dependence. Fa
apparently fails this criterion for BC aerosols and O₃. We
suggest that Fs is probably sufficient, although a case could
also be made for Fe, and in either case we suggest that
straightforward indirect effects, such as O₃ and stratospheric
H₂O produced by CH₄, should be added to the direct
forcing.

8.2. Climate Sensitivity Versus Forcing

The greater variability of climate in colder periods
during the Pleistocene [Alley et al., 1995; Petit et al., 1999]
might encourage the notion that climate sensitivity decreases as the Earth becomes warmer. Although formation of
continental ice sheets on long timescales can produce a dominant climate feedback, our climate model suggests that climate sensitivity associated with the combination of all fast feedback processes (water vapor, clouds, sea ice) may actually increase as global warming increases. This matter is relevant to anthropogenic global warming as well as interpretation of warm climates in the Earth’s past, such as the Pliocene.

The efficacy curve for the Earth must have an overall U-shape, with sharp upturns to snowball Earth on the left side and runaway greenhouse on the right. Our calculations for a range of CO2 forcings (Figure 25) suggest that the present climate of the Earth is near the minimum that must exist between the two instabilities (though it is conceivable that there are multiple relative minima between the extremes). There is evidence in geologic data that the Earth was far to the left of the minimum about 500–700 million years ago, and indeed the Earth plunged into the snowball Earth state (Chandler and Sohl [2000] have argued that “slushball” would be a more accurate description) but managed to escape, probably with the help of continued volcanic emissions of greenhouse gases during the snowball state [Hoffman et al., 1998; Hoffman and Schrag, 2002]. The luminosity of the sun has subsequently increased ~6%, so it is unlikely that the Earth could return to the snowball state. However, the luminosity of the sun, a main sequence star, will continue to increase as it ages toward the red giant state [Jastrow, 1967]. Thus it would be interesting to fill out the efficacy diagram (Figure 25) to its full range, allowing prediction of the date of the Earth’s runaway greenhouse demise, a state from which there is no escape.

Although Figure 25 suggests that the Earth is on a flat portion of the efficacy diagram, GISS model II [Hansen et al., 1983] had climate sensitivity increasing toward negative forcings (RFR). In our transient simulations for 1880–2003 submitted to IPCC, sea ice change is smaller than suggested by limited observations. Thus it is uncertain whether the positive slope of efficacy versus forcing in Figure 25 is representative of the present state of the real world. It would be informative to see results from other GCMs analogous to our Figure 25, and to analyze the contributions of the primary feedbacks. However, regardless of the precise value of the sea ice feedback, Figure 25 does not support the notion that the Earth, being in a warm interglacial period, is therefore in a relatively stable climate state. Indeed, it seems likely that, as global warming continues, the Earth will move toward a steeper positive gradient of the efficacy curve.

This discussion refers to the usual definition of climate sensitivity [Charney, 1979], which includes only fast feedback processes. As noted in section 6.2, ice sheets are treated as a feedback in some discussions about climate change on long timescales. In that case the inferred climate sensitivity is larger [Lea, 2004] and the shape of the efficacy curve versus forcing would also change.

8.3. Methane

The importance of CH4 as a forcing of global warming is enhanced by its efficacy, $E_a \sim 110\%$, as well as by its indirect effects via stratospheric H2O and tropospheric O3. These indirect effects increase the practical efficacy of CH4 to ~145%. The CH4 forcing between 1750 and 2000 is thus ~0.8 W/m², about 50% of the CO2 forcing.

Hansen and Sato [2004] point out that a decrease of non-CO2 forcings by 0.5 W/m², as opposed to the typical projection of an increase by ~0.5 W/m² [IPCC, 2001], makes a huge difference in the plausibility of avoiding dangerous anthropogenic global warming. We suggest that the potential effectiveness of CH4 in alleviating global warming is not always fully appreciated and that CH4 should receive greater weight in strategies for slowing global warming.

8.4. Soot

Evaluation of soot climate forcing is difficult because the amount and spatial distribution of soot is not well measured, the forcing depends strongly on aerosol location, especially its altitude, internal mixing of aerosols alters the forcing, and there are large poorly known indirect effects of soot on snow albedo and cloud properties.

Despite these complications, we conclude that, on average, fossil fuel soot provides a positive forcing, while biomass burning soot produces a negative forcing. Thus reduction of fossil fuel soot, and in of itself, could help slow global warming. Actions to reduce soot that also reduce sulfate aerosols require further assessment to determine the net climate effect. However, if sulfate reductions are being pursued in any case, reduction of soot can ameliorate the warming effect from reduced sulfates.

Furthermore, our estimate of effective forcing is calculated for a mean OM/BC ratio ~3.4 (OC/BC ~ 2.6) for fossil fuels. This ratio may exaggerate the OC contribution [Novakov et al., 2005], and in any case certain sources of soot have much smaller OC/BC, e.g., emissions from diesel fuels have OC/BC as small as 1 or less [Bond et al., 2004]. Reduction of such soot sources has the potential to reduce global warming. The effect for a specific source can be quantified by adjusting the OC contribution in Table 5 appropriately. The resulting soot forcing must be multiplied by the fraction of global BC emissions represented by that source.

8.5. Regional Climate Change

Many climate forcings produce unique regional responses that must be investigated on a case-by-case basis. Land use changes [Myhre and Myhre, 2003; Matthews et al., 2003] and heavy regional aerosol pollution [Ramanathan et al., 2001; Menon et al., 2002b] are two examples. Nevertheless, we find that most forcings tend to evoke a response of global climate characteristics, such as the mean meridional circulation, in proportion to the effective forcing. We suggest that the net effective climate forcing, and thus global temperature change, have merit as simple metrics of global climate change with relevance even to some aspects of regional climate change.

We note that global warming is attended by increased intensity of the Hadley circulation, with greater rainfall in the ITCZ and more intense drying in the subtropics. These effects of increasing greenhouse gases survive the addition of other known climate forcings in our climate simulations.
A practical implication is that global warming is likely to cause increased drought in the Southwest United States, the Mediterranean region, the Middle East, and an expanding Sahelian region in Africa, and increased rainfall in the Eastern United States. This model result is consistent with empirical evidence of strong droughts in the Southwest United States during past warm climates [Cook et al., 2004]. As the importance of greenhouse gases relative to aerosols increases, we expect that these climate tendencies may become more apparent.

One region that we find to be particularly susceptible to regional forcings is the Arctic (section 4.2). Climate response to anthropogenic ozone change and snow albedo change is concentrated in the Arctic and may be responsible for a substantial fraction of observed warming and sea ice loss. This suggests that reductions of these air pollutants, and their precursors, especially methane, may be an essential component of an effective strategy to slow anthropogenic climate change in the Arctic.

Acknowledgments. We thank Andy Ackerman, Matt Barlow, David Fahey, Mark Jacobson, Ben Johnson, David Lea, Ulrike Lohmann, Phil Russell, Bill Randel, Alan Robock, Glenn Shaw, Keith Shine, and Nicola Stuber for data and comments on a draft manuscript, Darnell Cain and Lilly DelValle for technical assistance, and NASA Earth Science Research Division managers Jack Kaye, Don Anderson, Phil DeCola, Tsengdar Lee, and Eric Lindstrom, and Hal Harvey of the Hewlett Foundation for research support.

References


Menon, S., and A. Del Genio (2005), Evaluating the impacts of carbonaceous aerosols on clouds and climate, in Human-Induced Climate Change: An Interdisciplinary Assessment, edited by M. E. Schlesinger et al., Cambridge Univ. Press, New York, in press.


